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Abstract. A very fast parallel approach to pattern matching is presented. The approach is based on the bit-parallel approach and we use two-dimensional bitwise memory matrix which helps to achieve very fast parallel pattern matching algorithms. The parallel pattern matching takes $\mathcal{O}(1)$ time for the exact pattern matching and $\mathcal{O}(k)$ for the approximate pattern matching, where $k$ is the number of errors.

1 Introduction

The pattern matching problem is to find all occurrences of a given pattern $P = p_1p_2\ldots p_m$ in a larger text $T = t_1t_2\ldots t_n$, $n > m$, both sequences of symbols from a given alphabet $A = a_1a_2\ldots a_{|A|}$.

Many different solutions of this problems are known, and we are interested in the pattern matching using finite nondeterministic automata. A finite automaton (FA) is a quintuple $(Q, A, \delta, I, F)$ where $Q$ is a finite set of states, $A$ is a finite input alphabet, and $F \subseteq Q$ is a set of final states. If $FA$ is nondeterministic (NFA), then $\delta$ is a mapping $Q \times (A \cup \{\varepsilon\}) \mapsto P(Q)$ and $I \subseteq Q$ is a set of initial states. If $FA= (Q, A, \delta, q_0, F)$ is deterministic (DFA), then $\delta$ is a (partial) function $Q \times A \mapsto Q$ and $q_0$ is the only initial state. We refer to NFA used for pattern matching as a pattern matching automaton (PMA).

Hamming distance $H(x, y) \leq k$ is maximum $k$ substitutions (replace operations) required to transform string $x$ into string $y$ (see [4]). Levenshtein distance $L(x, y) \leq k$ is maximum $k$ operations replace, insert, or delete required to transform string $x$ into string $y$. PMA for pattern $P$ using the Hamming distance $k$ is a pattern matching automaton that matches any pattern $X$, such that $H(P, X) \leq k$. PMA for pattern $P$ using the Levenshtein distance $k$ is a pattern matching automaton that matches any pattern $X$, such that $L(P, X) \leq k$.

The running of PMA can be simulated by the bit-parallel algorithms. This technique was introduced in [2] (“shift-and” variation), and it was improved in [1, 9] (“shift-or” variation used in this paper). It has been shown [5], that the bit-parallel algorithms simulates NFA and we use these algorithms for the parallel pattern matching.
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Parallel pattern matching was quite a popular topic. We might cite a constant time string matching algorithm [3], which has the same time complexity as our algorithm for the exact pattern matching, though it does not use the bit-parallelism. We might also cite an $O(\log m + k)$ time [8], or an $O(k)$ time [7] algorithms for the approximate pattern matching. These have similar time complexity to our $O(k)$ algorithm for approximate pattern matching, but our algorithm needs a smaller number of processors.

Our algorithm needs $EREW$ PRAM for the exact string matching and $CREW$ PRAM for the approximate string matching. More information for the parallel computation models is e.g. in [6]. We also need a shared memory organized as a matrix of size $O(n \times n)$ bits, where $n$ is the length of the text. Since bit-parallel algorithms work with a computer word of length $m$, where $m$ is the length of the pattern, we need to access a whole word in the bit-memory matrix. Here we have a strong condition. We need to access this memory both on rows and on columns. Therefore we use two operations to access the memory matrix. The first is $MEMX[index_x][index_y]$ accessing a word in a column with index $index_x$ starting with the bit on a row with index $index_y$ and the second is $MEMY[index_x][index_y]$ accessing a word on a row with index $index_y$ starting with the bit in a column with index $index_x$. This accessibility is enough to present a cost-optimal parallel approximate pattern matching algorithm.

A parallel algorithm is cost-optimal if its time processor product is equal to the time of the best known sequential algorithm solving the same issue.

We use some bitwise operations in this paper. Operation $or$ is a standard bitwise OR operation and operation $and$ is a standard bitwise AND operation. Operation $shl$ is a standard shift-left bitwise operation, and the right-most bit is set to 0. Operation $shr$ is a standard shift-right bitwise operation, and the left-most bit is set to 1. We also use operation $shl^i(x)$ as the operation $shl$ performed $i$ times on bit-vector $x$.

This paper is organized as follows. Section 2 explains the “shift-or” variation of the bit-parallel algorithm. Section 3 discuss the parallel variation of this “shift-or” algorithm. Section 4 provides a conclusion.

## 2 Bit-Parallelism

Here we explain the “shift-or” variation of the bit-parallel algorithm. It uses matrices $R^i, 0 \leq l \leq k$ of size $m \times (n + 1)$, and matrix $D$ of size $m \times |A|$, where $k$ is the maximum number of edit operations in pattern $P$. Each element $r^i_{j,i}$, $0 \leq i \leq n$ contains 0, if the edit distance between string $p_1p_2\ldots p_j$ and the string ending at position $i$ in text $T$ is $\leq l$, or 1, otherwise. Each element $d_{j,x}$, $0 < j \leq m$, $x \in A$, contains 0, if $p_j = x$, or 1, otherwise.

In exact string matching, vectors $R^0_i, 0 \leq i \leq n$, are computed as follows:

$$\begin{align*}
r^0_{j,0} &= 1, & 0 < j \leq m \\
R^0_i &= shl(R^0_{i-1}) \; or \; D[t_i], & 0 < i \leq n
\end{align*}$$  \hfill (1)

In approximate string matching using the Hamming distance, vectors $R^l_i, 0 \leq l \leq k, 0 \leq i \leq n$, are computed as follows:

$$\begin{align*}
r^l_{j,0} &= 1, & 0 < j \leq m, 0 \leq l \leq k \\
R^l_i &= shl(R^0_{i-1}) \; or \; D[t_i], & 0 < i \leq n \\
R^l_i &= (shl(R^l_{i-1}) \; or \; D[t_i]) \; and \; shl(R^{l-1}_{i-1}), & 0 < i \leq n, 0 < l \leq k
\end{align*}$$  \hfill (2)
In approximate pattern matching using the Levenshtein distance, vectors $R^l_i, 0 \leq l \leq k, 0 \leq i \leq n$, are computed as follows:

$$
\begin{align*}
  r^l_{i,0} &= 0, & 0 < j \leq l, 0 < l \leq k \\
  r^l_{i,0} &= 1, & l < j \leq m, 0 \leq l \leq k \\
  \hat{R}^0_i &= \text{shl}(R^0_{i-1}) \text{ or } D[t_i], & 0 < i \leq n \\
  R^l_i &= (\text{shl}(R^l_{i-1}) \text{ or } D[t_i]) \\
  &\text{ and } \text{shl}(R^l_{i-1} \text{ and } R^l_{i-1}) \\
  &\text{ and } (R^l_{i-1} \text{ or } V), & 0 < i \leq n, 0 < l \leq k
\end{align*}
$$

(3)

The auxiliary vector $V$ is computed as follows:

$$
V = \begin{bmatrix} v_1 \\ v_2 \\ \vdots \\ v_m \end{bmatrix}, \text{ where } v_m = 1 \text{ and } v_j = 0, \forall j, 1 \leq j < m.
$$

(4)

The term $\text{shl}(R^l_{i-1}) \text{ or } D[t_i]$ represents matching – position $i$ in text $T$ is increased, the position in pattern $P$ is increased by operation $\text{shl}$, and the positions corresponding to the input symbol $t_i$ are selected by term $\text{or } D[t_i]$. The term $\text{shl}(R^l_{i-1})$ represents edit operation replace – position $i$ in text $T$ is increased, the position in pattern $P$ is increased, and edit distance $l$ is increased. The term $\text{shl}(R^{l-1}_{i-1})$ represents edit operation delete – the position in pattern is increased, the position in the text is not increased, and edit distance $l$ is increased. The term $R^{l-1}_{i-1}$ represents edit operation insert – the position in the pattern is not increased, the position in the text is increased, and edit distance $l$ is increased. The term $\text{or } V$ provides that no insert transition leads from any final state.

An example of mask matrix $D$ for the pattern $P = adbbca$ is shown in Table 1 and an example of matrix $R^0_i$ for exact pattern matching and matrix $R^l_i$ for approximate string matching using the Levenshtein distance $k = 2$, respectively, is shown in Table 2.

<table>
<thead>
<tr>
<th>$D$</th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$d$</th>
<th>$A \setminus {a, b, c, d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$d$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$b$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$b$</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$c$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$a$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Matrix $D$ for the pattern $P = adbbca$

3 Parallelization of the bit-parallel algorithms

This section focuses on bit-parallel simulation of the nondeterministic $PMA$. The motivation is to use many processors, each with computer words long enough to fit into a single register bit-vector $m$ bits in length, and to make the bit-parallel algorithms truly parallel.
Using Formula (5) we may compute the example for the pattern \( P = adbbca \) and text \( T = adcbacaabadbbea \), depicted in Table 3. Note that we use the same matrix \( D \) as in Section 2, Table 1.

The initial bit-vector, left-shifted by \( i = n = 11 \) bits, is in the first column labeled with the symbol ‘\( \ast \)’. In each other column, except the last one, there is a bit-vector from matrix \( D \) left-shifted by some number of bits. The \( \text{or} \) operation between all these rows gives the result, and as we can see, a match occurs only in one position, the same as in Table 2. We may conclude many interesting observations from this example.

\[ R^0_0 = R^0_0 \]
\[ R^1_0 = \text{shl}(R^0_0) \text{ or } D_{[t_1]} \]
\[ R^2_0 = \text{shl}(R^0_0) \text{ or } D_{[t_2]} = \text{shl}(\text{shl}(R^0_0) \text{ or } D_{[t_1]}) \text{ or } D_{[t_2]} = \]
\[ = \text{shl}^2(R^0_0) \text{ or } \text{shl}(D_{[t_1]}) \text{ or } D_{[t_2]} \]
\[ R^3_0 = \text{shl}(R^0_0) \text{ or } D_{[t_3]} = \text{shl}(\text{shl}(R^0_0) \text{ or } D_{[t_2]}) \text{ or } D_{[t_3]} = \]
\[ = \text{shl}(\text{shl}(\text{shl}(R^0_0) \text{ or } D_{[t_1]}) \text{ or } (D_{[t_2]})) \text{ or } D_{[t_3]} = \]
\[ = \text{shl}^3(R^0_0) \text{ or } \text{shl}^3(D_{[t_1]}) \text{ or } \text{shl}(D_{[t_2]}) \text{ or } D_{[t_3]} \]

Hence the following equation might be proven:

\[ R^0_i = \text{shl}^i(R^0_0) \text{ or } \text{shl}^{i-1}(D_{[t_1]}) \ldots \text{ or } \text{shl}(D_{[t_{i-1}]}) \text{ or } D_{[t_i]}, \quad 1 \leq i \leq n \quad (5) \]

Using Formula (5) we may compute the example for the pattern \( P = adbbca \) and text \( T = adcbacaabadbbea \) depicted in Table 3. Note that we use the same matrix \( D \) as in Section 2, Table 1.

\[
\begin{array}{cccccccccc}
\hline
 & a & d & c & b & c & a \\
\hline
R^0 & - & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
 & a & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
 & d & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
 & b & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
 & c & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
 & a & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
\hline
R^1 & - & a & d & c & b & c & a \\
 & a & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 & d & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 & b & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
 & c & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
 & a & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
\hline
R^2 & - & a & d & c & b & c & a \\
 & a & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 & d & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 & b & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
 & c & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
 & a & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\
\hline
\end{array}
\]

Table 2. Matrices \( R^0, R^1, \) and \( R^2 \) for pattern matching using the Levenshtein distance, \( T = adcbacaabadbbea, k = 2, P = adbbca \)
There are only two reasons for the initial bit-vector $R_0^0$ to have something to start sequentially with, and to disallow a match on the prefix of the text $T$ shorter than pattern $P$.

The only interesting part of the matrix is the bold part. We can also exclude the first $m-1 = 5$ rows labeled with symbols “a, d, b, b, c” and the last $m = 6$ rows, since there cannot be a match (in the exact case). Also the initial bit-vector is not important.

We implement the shift by $j$-bits $\text{shl}^j(D[t_i])$ operation as a writing of one computer word $m$-bits long into a memory in a specified position using operation $\text{MEMX}[n-j][j] \leftarrow D[t_i]$. Having this memory organization, there is a word on each row of the memory $\text{MEMY}[n-j][j]$ (a bold one in Table 3), which contains a crucial information:

**Proposition 1.** The word in memory $\text{MEMY}[n-j+1][j-1] > 0$, $1 \leq j \leq n$ if and only if $t_{n-j+1}t_{n-j+2}\ldots t_{n-j+m} \neq p_1p_2\ldots p_m$.

**Proof.** Simply from the definition of matrix $D$. If $t_{n-j+i} = p_i$ then $d_{i,n-j+i} = 0$ or 1 otherwise, $1 \leq j \leq n, 1 \leq i \leq m$. But each bit $d_{i,n-j+i}$ is in the $(j-1)$-th row, because vector $D[t_{n-j+i}]$ has been shifted by $j - i$ bits. □

The $\text{or}$ operation is then a comparison, whether a computer word in a row is zero (a match), or non-zero (a mismatch) and we may compute:

$$R_i^0 = \text{MEMY}[n-i+1][i-1], \quad m \leq i \leq n$$

We are not interested in the bit-vectors $R_i^0, 0 < i < m - 1$, because there can not be a match.
If the access time to the memory using both MEMX and MEMY operations is $O(1)$, string-matching in parallel takes only $O(1)$ parallel time using $n$ processors.

### 3.1 Parallel pattern matching using the Hamming distance

The observation of Table 3 may continue. Matrix $R^l$, 0 ≤ $l$ ≤ $k$, 0 ≤ $i$ ≤ $n$.

The bit-vectors $R^0_l$ computed by Formula 1 in the sequential algorithm on the diagonal of the matrix were composed of the bit-vectors $n-i+1$, $n-i+2$, ..., $n-i+m$. However, they are slightly different: the bit-vectors computed in parallel contain more bits set to zeros, more active states, because they were not deactivated using prefix computation by the operation OR. In exact pattern matching this was not important, because Proposition 1 ensures at least one bit set to one if there is no match.

The advantage is that the number of bits set to 1 indicates the number of replace operations needed for a matching.

However, using the Hamming distance this difference is most important. Since we are going to perform “replace” operations in parallel, we could perform more than one “replace”, each in a different position and we cannot guarantee the number of these “replace” operations. Therefore we need vectors $R^0_j$ exactly as in the sequential version. This ensures only one “replace” operation performed in each of $k$ levels, because the “replace” is only after a “match”, except the first symbol.

<table>
<thead>
<tr>
<th>$C^0$</th>
<th>a</th>
<th>d</th>
<th>c</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>a</th>
<th>b</th>
<th>a</th>
<th>b</th>
<th>d</th>
<th>b</th>
<th>b</th>
<th>c</th>
<th>a</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R^1$</th>
<th>a</th>
<th>d</th>
<th>c</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>a</th>
<th>b</th>
<th>a</th>
<th>b</th>
<th>d</th>
<th>b</th>
<th>b</th>
<th>c</th>
<th>a</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.** Matrices $C^0$, and $R^1$ for pattern matching using the Hamming distance, $T = adefcadddca$, $k = 3$, $P = adbbca$.

It is very easy to find the first (highest, left-most) bit set to 1 and to set all lower bits to 1 as well. This operation can be performed as:

$$R^0_i \leftarrow R^0_i \text{ or } 2^{(\lfloor \log_2 R^0_i \rfloor)}, \quad m \leq i \leq n$$

(7)
This computation is very fast, \( O(1) \) time. For example the operation \( \log_2 x \) is computed using instruction \( FYL2X \) on X86 processors.

We use the observations on this section and we can formulate the idea of parallel pattern matching using the Hamming distance, which could be used later with the Levenshtein distance.

We compute the corrected matrix \( R_l \), \( 0 \leq l \leq k \) from each matrix \( R^i \) using Formula 7. We refer to this corrected matrix as \( C^l \). The shifted vectors \( D[t_i], 0 \leq i \leq n \) placed in matrix \( R^l \) are no longer in matrix \( C^l \). Thus we refer to these vectors (shown in bold in Table 3) as \( C^l_i \).

The observation of matrix \( R^0 \) revealed that each vector \( R^0_l, m \leq l \leq n \) contains the bits set to 1 if a replace operation is needed. Each vector \( R^i_l \) in matrix \( C^l \) refers to a prefix successfully matched with at most \( l \) substitutions and in matrix \( R^{l+1} \) we may add one substitution more. Thus we compute each matrix \( R^l, 0 < l \leq k \) as follows:

\[
R^i_l = \text{shl}^i(R^0_l) \text{ or } (\text{shl}^{i-1}(D[t_i]) \text{ and } C^{l-1}_0) \ldots \\
\text{or } (\text{shl}(D[t_{i-1}]) \text{ and } C^{l-1}_{i-2}) \\
\text{or } (D[t_i] \text{ and } C^{l-1}_{i-1}), 1 \leq i \leq n, 1 \leq l \leq k
\]  

An example of parallel pattern matching using the Hamming distance for the pattern \( P = adbbca, k = 3, T = adcbcadbbca \) is given in Table 4, Table 5, and Table 6, respectively. The first table contains matrix \( C^0 \), which has been corrected by Formula 7 from matrix \( R^0 \), and matrix \( R^1 \), computed by Formula 8. The second table contains matrix \( C^1 \) corrected by Formula 7 from matrix \( R^1 \), and matrix \( R^2 \) computed by Formula 8. The last table contains matrix \( C^2 \) corrected by Formula 7 from matrix

<table>
<thead>
<tr>
<th>( C^1 )</th>
<th>( a )</th>
<th>( d )</th>
<th>( c )</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( a )</th>
<th>( b )</th>
<th>( a )</th>
<th>( d )</th>
<th>( b )</th>
<th>( b )</th>
<th>( c )</th>
<th>( a )</th>
<th>( OR )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5. Matrices \( C^1 \), and \( R^2 \) for pattern matching using the Hamming distance, \( T = adcbcadbbca, k = 3, P = adbbca \)
Table 6. Matrices $C^2$, and $R^3$ for pattern matching using the Hamming distance, $T = adebeadbbca$, $k = 3$, $P = adbbea$

$R^2$, and matrix $R^3$ computed by Formula 8. These tables are shortened, as described above.

3.2 Parallel pattern matching using the Levenshtein distance

Parallel pattern matching using the Hamming distance is very similar to the pattern matching using the Levenshtein distance, though in addition we must consider the operations “insert” and “delete”.

Recall Formula 3. We computed $R_i^l, 0 < i \leq n, 0 < l \leq k$ in the sequential algorithm as:

$$R_i^l = (\text{shl}(R_{i-1}^l) \text{ or } D[t_i])$$
and $$\text{shl}(R_{i-1}^l \text{ and } R_i^{l-1})$$
and $$\text{shl}(R_{i-1}^l \text{ or } V), \quad 0 < i \leq n, 0 < l \leq k$$

We use exactly the same logic rules for operations “insert” and “delete”, and we may formulate for the Levenshtein distance:

$$R_i^l = \text{shl}^{l}(R_{i-1}^l)$$
or $$\text{shl}^{-1}(D[t_i]) \text{ and } C_{i-1}^l \text{ and } \text{shl}(C_{i-1}^l) \text{ and } (\text{shr}(C_{i-1}^l) \text{ or } V))$$

$$\ldots$$
or $$\text{shl}(D[t_{i-1}] \text{ and } C_{i-2}^l \text{ and } \text{shl}(C_{i-2}^l) \text{ and } (\text{shr}(C_{i-2}^l) \text{ or } V))$$
or $$\text{shl}(D[t_i] \text{ and } C_{i-1}^l \text{ and } \text{shl}(C_{i-1}^l) \text{ and } (\text{shr}(C_{i-1}^l) \text{ or } V))$$

$$1 \leq i \leq n, \quad 1 \leq l \leq k$$

When computing vector $R_i^l$, each term $C_{i-1}^l$ represents operation “replace” as when using the Hamming distance. Since this bit-vector has been already shifted by
Table 7. Matrices $C^0$ and $R^1$ for pattern matching using the Levenshtein distance, $T = adcbcadbbca$, $k = 2$, $P = adbbca$

\[
\begin{array}{cccccccccccc}
C^0 & - & a & d & c & a & b & c & a & b & d & b & c & a & OR \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
11 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
12 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
13 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
14 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
15 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
16 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{cccccccccccc}
R^1 & - & a & d & c & a & b & c & a & b & d & b & c & a & OR \\
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
11 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
12 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
13 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
14 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
15 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
16 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

\(n - i + 1\) positions once, that is one more than \(n - i\) shifts when computing the \(i\)-th column, thus no further shift operation is needed to transform the sequential term \(\text{shl}(R^1_{i-1})\) into a parallel term.

The term \((\text{shr}(C^i_{i-1})\ or\ V)\) represents the operation “insert”. This vector has been shifted too much by the same logic as the bit-vector for operation “replace”. Therefore we need to shift it one bit back, when transforming the sequential “insert” term \((R^1_{i-1} \ or \ V)\) into a parallel term.

The term \(\text{shl}(C^i_{i-1})\) represents the operation “delete”. The bit-vector \(C^i_{i-1}\) has been shifted exactly enough to shift it once more for the same reason as in the sequential algorithm.

Due to the operations “delete” and “insert” we need to shorten the original matrix \(R^0\) less than when using the Hamming distance. We need the initial bit-vector \(R^0\) defined by Formula 3, which sets more states initial because of the “delete” \(\varepsilon\)-transitions from the initial state. We also need \(k\) rows before the \((m-1)\)-th row for the operation “delete” and we need \(k\) rows after the \((n-1)\)-th row for operation “insert”.

An example of parallel pattern matching using the Levenshtein distance for the pattern \(P = adbbca\), text \(T = adbcaadbbca\) and \(k = 2\) is given in Table 7 and Table
2D Bitwise Memory Matrix: A Tool for Optimal Parallel Approximate Pattern Matching

Table 8. Matrices $C^1$ and $R^2$ for pattern matching using the Levenshtein distance, $T = \text{adbecadbbca}$, $k = 2$, $P = \text{adbbca}$

8. The former table contains matrix $C^0$ computed by Formula 7 from matrix $R^0$ in Table 3 and it also contains matrix $R^1$ computed from matrix $C^0$ by Formula 10. The latter contains matrix $C^1$ computed from matrix $R^1$ by Formula 7 and it also contains matrix $R^2$ computed from matrix $C^1$ by Formula 10.

4 Conclusion

We have presented the idea of parallel pattern matching using bit-parallelism (the “shift-or” variation).

We used a two-dimensional memory matrix which enabled very fast parallel pattern matching. Parallel pattern matching for an exact pattern takes $O(1)$ parallel time, using $n$ processors. The algorithm does not need any concurrent read or write operation, thus it can be implemented on $EREW\ PRAM$ with shared two-dimensional memory. Since the processor-time product is $O(n)$, it is a cost-optimal algorithm.

Parallel pattern matching using the Hamming distance with $k$ substitutions takes $O(k)$ parallel time, using $n$ processors. The algorithm also does not need any concurrent read or write operation, thus it can also be implemented on $EREW\ PRAM$...
with shared two-dimensional memory. The processor-time product is equal to the sequential time $O(kn)$, hence this algorithm is also cost-optimal.

Parallel pattern matching using the Levenshtein distance with $k$ substitutions takes $O(k)$ parallel time, using $\max(n+1, n - m + 2k + 1)$ processors. The algorithm needs a concurrent read operation when reading the same bit-vector $C_{l,i}^l$, $0 \leq l < k$, $1 \leq i \leq n - 1$, thus it can be implemented on CREW PRAM with shared two-dimensional memory. The processor-time product is also equal to the sequential time $O(kn)$.

Known parallel pattern matching algorithms are derived from dynamic programming, which takes $O(mn)$ sequential time and therefore these parallel pattern matching algorithms are non-optimal. Parallel pattern matching derived from the bit-parallel algorithms can provide an optimal parallel pattern matching algorithm even when not using two-dimensional memory based on some ideas mentioned in this paper.
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