Fast practical computation of the longest common Cartesian substrings of two strings
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Abstract. Cartesian trees have been introduced 40 years ago. They are associated to strings of numbers. They are structured as heap and original strings can be recovered by symmetrical traversal of the trees. The Cartesian tree matching problem appeared very recently. It consists of finding all substrings of a given text which have the same Cartesian tree as that of a given pattern. Here we present two methods for computing the longest common Cartesian substrings of two strings. The first method is a classical linear suffix tree based method. The alternative method runs in quadratic worst case time but is more space economical. Experiments show that the alternative solution runs faster for short strings.

1 Introduction

Cartesian trees have been introduced by Vuillemin [11]. They are associated to strings of numbers. They are structured as heap and original strings can be recovered by symmetrical traversal of the trees. They have many applications including finding patterns in time series data such as share prices in stock markets. It has been shown that they are connected to Lyndon trees [8,3], to Range Minimum Queries [4] or to parallel suffix tree construction [9]. Recently new results on Cartesian pattern matching appear [8,10,6]. It consists of finding substrings of a text that have the same Cartesian tree as a pattern. Recent studies concern finding periods in Cartesian tree matching [1].

In this article we are interested in computing the longest common Cartesian substrings of two strings which means common substrings of maximal length and that have the same Cartesian tree. A usual linear time method for computing longest common substrings for classical strings consists of building the generalized suffix tree of the two strings and the deepest internal nodes (in terms of string depth) having leaves for suffixes of both strings identify longest common substrings. This method can be applied for computing longest common Cartesian substrings of two strings. However the suffix tree has to be built on the parent-distance representation of the two strings and classical suffix tree construction algorithms cannot be used. We propose a quadratic time algorithm for computing the longest Cartesian substrings of two strings that uses only constant extra space in addition to the two strings and their parent-distance representation. Experimental results show that for short strings and in most practical settings our alternative solution is faster than the suffix tree based method.

This article is organized as follows. Section 2 presents the notations and definitions used throughout the rest of the article. Section 3 presents the method for constructing
the Cartesian tree of a string. Section 4 briefly presents the suffix tree based method for computing longest common Cartesian substrings. Section 5 describes our new alternative solution. Section 6 presents experimental results. Section 7 concludes the article.

2 Notations and Definitions

A string is a sequence of symbol drawn from an alphabet $\Sigma$, which is a set of integers. We assume that a comparison between any two symbols of the alphabet can be done in constant time. For a string $x$, $x[i]$ represents the $i$-th symbol of $x$, and $x[i \ldots j]$ represents the substring of $x$ starting from position $i$ and ending at position $j$. We denote by $x_i = x[1 \ldots i]$ the prefix of $x$ of length $i$.

Let $x$ be a string of numbers of length $m$. The Cartesian tree $CT(x)$ of $x$ is the binary tree where:

- the root corresponds to the index $i$ of the minimal element of $x$ (if there are several occurrences of the minimal element, the leftmost one is chosen);
- the left subtree of the root corresponds to the Cartesian tree of $x[1 \ldots i-1]$;
- the right subtree of the root corresponds to the Cartesian tree of $x[i+1 \ldots m]$.

For simplicity in what follows we will use the symbol $x[i]$ to refer to both the $i$-th character of $x$ and the node of $CT(x)$ whose key is $i$, depending on the context.

The following definition of the right path of a binary tree is particularly relevant to this paper.

Definition 1 (Right path). The right path, $rp(T)$, of a binary tree $T$ is the sequence of nodes encountered starting from the root of the tree and always going right.

3 Construction of the Cartesian Tree

The construction of the Cartesian tree of a string $x$ of length $m$ can be done by means of an iterative procedure which iterates over the elements of $x$, proceeding from left to right, and computes the Cartesian tree of $x_{i+1}$ from the Cartesian tree of $x_i$, for $1 \leq i < m$.

To better describe such approach we observe that the Cartesian tree of $x[1]$ consists of a single node, while $CT(x_{i+1})$ can be computed from $CT(x_i)$ by identifying the number of nodes that are on the right path of $CT(x_i)$ but not on the right path of $CT(x_{i+1})$.

Going deeper into the details, let $rp(CT(x_i)) = (x[j_1], x[j_2], \ldots, x[j_k])$ be the right path of $CT(x_i)$, with $1 \leq k \leq i$ and where $x[j_1]$ is the root of the Cartesian tree and $j_k = i$. Assume that $x[j_u] < x[i+1] < x[j_{u+1}]$, for some $0 \leq u \leq k$. We can distinguish three cases, as depicted in Figure 1.

1. if $u = 0$ then $x[i+1]$ is less than $x[j_1]$, the current root of the tree, and $x[i+1]$ becomes the new root of $CT(x_{i+1})$;
2. if $0 < u < k$ then $x[i+1]$ is the smallest value on the right of $x[j_u]$ and all elements in the substring $x[j_u+1 \ldots i]$ are greater than $x[i+1]$. Then $x[i+1]$ is inserted as the right child of $x[j_u]$ and the subtree rooted at $x[j_u+1]$ is moved on the left of $x[i+1]$. 


Figure 1. The three cases occurring when computing $CT(x_{i+1})$ from $CT(x_i)$. (Case 1) $x[i + 1]$ is less than the current root of the tree and it is added as the new root; (Case 2): we have $x[j_u] < x[i + 1] < x[j_{u+1}]$; (Case 3): we have $x[i + 1]$ is greater than $x[i]$. In all cases $x[i + 1]$ becomes the last node of the right path of the tree. Nodes belonging to the right path are filled in gray.

3. if $u = k$ then $x[i + 1]$ is greater than $x[j_k]$, the rightmost character in the right path of $x_i$, so that $x[i + 1]$ is added as the right child of $x[j_k]$ in $CT(x_{i+1})$.

Example 2. Let $x = 4, 22, 3, 5, 2, 23, 15, 1$ be a numeric sequence of length 8. Figure 3 shows the Cartesian trees computed by such incremental procedure.

Lemma 3 ([5]). Given a numeric string $x$, of length $m$, the Cartesian tree of $x$ can be computed in $O(m)$-time.

Proof. In order to analyse the time complexity for the computation of the Cartesian tree of a string we refer to the algorithm whose pseudocode, presented in Figure 2, was described in [5].

The for cycle of line 4 is executed $m - 1$ times. The while loop of line 7 consists of scanning upward the right path of the tree. Each iteration of this loop decreases the current length of the right path by one and the scanned node will not be scanned again thus the overall number of iterations of the while loop over all the iterations of the for loop is bounded by $m$. All the other operations can be done in constant time. Therefore the time complexity of the algorithm for building the Cartesian tree of a string of length $m$ is $O(m)$. 
BUILD-CARTESIAN-TREE\( (x, m) \)
1 \textcolor{blue}{\textbf{root} } \leftarrow \text{\textsc{New-Node}()} \\
2 \textcolor{blue}{\textbf{Element} (\textbf{root})} \leftarrow x[1] \\
3 q \leftarrow \textbf{root} \\
4 \textbf{for } i \leftarrow 2 \textbf{ to } m \textbf{ do} \\
5 \textcolor{green}{\triangleright} q \text{ is the last node of the right path} \\
6 p \leftarrow \text{\textsc{New-Node}()} \\
7 \textcolor{blue}{\textbf{Element} (p)} \leftarrow x[i] \\
8 \textbf{while } q \neq \text{\textsc{nil}} \text{ and } x[i] < \text{\textbf{Element} (q)} \textbf{ do} \\
9 q \leftarrow \text{\textbf{Parent} (q)} \\
10 \textbf{if } q = \text{\textsc{nil}} \textbf{ then} \\
11 \textcolor{green}{\triangleright} \text{Case 1} \\
12 \textcolor{blue}{\textbf{Left} (p)} \leftarrow \textbf{root} \\
13 \textcolor{blue}{\textbf{Parent} (\textbf{root})} \leftarrow p \\
14 \textbf{root} \leftarrow p \\
15 \textbf{else} \textcolor{green}{\triangleright} \text{Cases 2 and 3} \\
16 \textbf{if } \text{\textbf{Right} (q)} \neq \text{\textsc{nil}} \textbf{ then} \\
17 \textcolor{blue}{\textbf{Parent} (\textbf{Right} (q))} \leftarrow p \\
18 \textcolor{blue}{\textbf{Left} (p)} \leftarrow \textbf{Right} (q) \\
19 \text{\textbf{Right} (q)} \leftarrow p \\
20 \textcolor{blue}{\textbf{Parent} (p)} \leftarrow q \\
21 q \leftarrow p \\
22 \textbf{return} \textbf{root}

\textbf{Figure 2.} The iterative procedure \textsc{Build-Cartesian-Tree} for building the Cartesian tree of a string \( x \) of length \( m \). A node of the Cartesian tree has 4 components: \textbf{Parent}, \textbf{Element}, \textbf{Left} and \textbf{Right}. The function \textsc{New-Node}() creates a new node and initializes its 4 components to \textsc{nil}.

\textbf{Figure 3.} Different steps of the construction of \( CT(x) \) when \( x = \langle 4, 22, 3, 5, 2, 23, 15, 1 \rangle \).

For the sake of completeness we point out that the Cartesian tree of a string \( x \) can be also computed by iterating over the elements of \( x \) and proceeding from right to left (instead of from left to right) by means of a symmetrical procedure.
For realizing the algorithm given in Figure 2 the right path can be implemented as a stack so that there is no need to have a link to its parent for each node of the tree.

Instead of building the Cartesian tree for every position in the text to solve Cartesian tree matching, Park et al. [8] introduced the following representation for a Cartesian tree.

**Definition 4 (Parent-distance representation).** The parent-distance representation of a string $x[1..m]$ is a function $PD_x$, which is defined as follows:

$$PD_x(i) = \begin{cases} i - \max_{1 \leq j < i} \{j \mid x[j] \leq x[i]\} & \text{if such } j \text{ exists} \\ 0 & \text{otherwise.} \end{cases}$$

*Example 5.* The following table gives the parent-distance representation for $x = \langle 4, 22, 3, 5, 2, 23, 15, 1 \rangle$.

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x[i]$</td>
<td>4</td>
<td>22</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>23</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>$PD_x(i)$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Since the parent-distance representation has a one-to-one mapping to the Cartesian tree [8], it can replace the Cartesian tree without any loss of information. It can be computed and stored in a table in linear time and space using the algorithm given in Figure 4 (see [8]).

```plaintext
Compute-Parent-Distance(x, m)
1 ST ← empty stack
2 for i ← 1 to m do
3     while ST is not empty do
4         (value, index) ← ST.top
5         if value ≤ x[i] then
6             break
7     ST.pop
8     if ST is empty then
9         PD_x[i] ← 0
10    else PD_x[i] ← i − index
11    ST.push((x[i], i))
12 return PD_x
```

*Figure 4.* Computation of the parent-distance representation for a string $x$ of length $m$.

### 4 Longest common Cartesian substrings: suffix tree based solution

The Cartesian suffix tree of a string has to be built on the parent-distance representation of the string. The parent-distance representation of a substring of $x$ can be easily computed as follows (see [8]):

$$PD_{x[i..j]}[k] = \begin{cases} 0 & \text{if } PD_x[i + k - 1] \geq k \\ PD_x[i + k - 1] & \text{otherwise.} \end{cases}$$
This can be used for getting all the suffixes of the parent-distance representation for building its suffix tree. However classical linear time suffix tree construction algorithms cannot be used because the distinct right context property should hold in order to apply these algorithms, which means that the suffix link of every internal node should point to an explicit node. In other words if \( \text{lcp}(x[i \ldots m], x[j \ldots m]) = \ell \) then \( \text{lcp}(x[i+1 \ldots m], x[j+1 \ldots m]) = \ell - 1 \) for \( 1 \leq i, j \leq m \) where \( \text{lcp}(u, v) \) is the length of the longest prefix common to two strings \( u \) and \( v \). The Cartesian suffix tree does not have the distinct right context property meaning that if \( \text{lcp}(\text{PD}_x[i \ldots m], \text{PD}_x[j \ldots m]) = \ell \) then \( \text{lcp}(\text{PD}_x[i + 1 \ldots m], \text{PD}_x[j + 1 \ldots m]) \) can be greater than \( \ell - 1 \).

**Example 6.** With \( x = \langle 4, 22, 3, 5, 2, 23, 15, 1 \rangle \),

\[
\text{lcp}(\text{PD}_x[5..8], \text{PD}_x[6..8]) = \text{lcp}(\langle 0, 1, 2, 0 \rangle, \langle 0, 0, 0 \rangle) = 1
\]

and

\[
\text{lcp}(\text{PD}_x[6..8], \text{PD}_x[7..8]) = \text{lcp}(\langle 0, 0, 0 \rangle, \langle 0, 0 \rangle) = 2.
\]

A linear time construction algorithm for suffix tree with missing suffix links was first given in [2]. It can be used for building Cartesian suffix trees. These Cartesian suffix trees can be used to compute longest common Cartesian substrings of two strings \( x \) and \( y \); for instance, by building the generalized Cartesian suffix tree of \( \text{PD}_x \) and \( \text{PD}_y \). Then the internal nodes with the largest string depth having leaves corresponding to both \( \text{PD}_x \) and \( \text{PD}_y \) identify longest common Cartesian substrings of \( x \) and \( y \). This can be done during a traversal of the tree. Thus longest common Cartesian substrings of two strings can be computed in linear time and in linear space. The space overhead, in addition to the two strings and their parent-distance representation, is constituted by the generalized suffix tree.

## 5 Longest common Cartesian substrings: alternative solution

Let \( x \) and \( y \) be two strings of numbers of length \( m \) and \( n \) respectively. We are interested in finding the longest substrings of \( x \) and \( y \) having the same Cartesian tree. We will describe a solution based on dynamic programming. This solution also uses the parent-distance representation. We will show that if \( x[i' \ldots i - 1] \) and \( y[j' \ldots j - 1] \) are the longest suffixes of \( x[1 \ldots i - 1] \) and \( y[1 \ldots j - 1] \) having the same Cartesian tree then the longest suffixes of \( x[1 \ldots i] \) and \( y[1 \ldots j] \) having the same Cartesian tree can easily be computed. Let us first state that if two substrings have the same parent-distance so have their suffixes.

**Fact 7** If \( \text{PD}_{x[i'..i]} = \text{PD}_{y[j'..j]} \) then \( \text{PD}_{x[i-\ell..i]} = \text{PD}_{y[j-\ell..j]} \) for \( 0 \leq \ell < i - i' \).

**Proof.** Let \( 0 \leq \ell < i - i' \) and \( i - \ell - i' + 1 < k < i - i' \), then only two cases have to be considered:

1. \( \text{PD}_{x[i'..i]}[k] = \text{PD}_{y[j'..j]}[k] < k - i + \ell \) then \( \text{PD}_{x[i-\ell..i]}[k - i + \ell + i'] = \text{PD}_{x[i'..i]}[k] = \text{PD}_{y[j'..j]}[k - i + \ell + i'] \) (see Figure 5) or
2. \( \text{PD}_{x[i'..i]}[k] = \text{PD}_{y[j'..j]}[k] \geq k - i + \ell \) then \( \text{PD}_{x[i-\ell..i]}[k - i + \ell + i'] = 0 = \text{PD}_{y[j-\ell..j]}[k - i + \ell + i'] \) (see Figure 5).

In both cases \( \text{PD}_{x[i-\ell..i]}[p] = \text{PD}_{y[j-\ell..j]}[p] \) for \( 1 \leq p \leq \ell + 1 \) thus \( \text{PD}_{x[i-\ell..i]} = \text{PD}_{y[j-\ell..j]} \).
Let \( x[1..i-1] \) and \( y[1..j-1] \) be the longest suffixes of \( x[1..i-1] \) and \( y[1..j-1] \) having the same Cartesian tree. Let \( \ell_x = PD_{x[i..i]}[i-i'+1] \), \( \ell_y = PD_{y[j'..j]}[j-j'+1] \) and \( \ell = \min\{\ell_x, \ell_y\} \).

The longest suffixes of \( x[1..i] \) and \( y[1..j] \) having the same Cartesian tree are:

1. \( x[i'..i] \) and \( y[j'..j] \) if \( \ell_x = \ell_y \);
2. \( x[i-\ell_y+1..i] \) and \( y[j-\ell_x+1..j] \) if \( \ell_x \neq \ell_y \) and \( \ell_x = 0 \);
3. \( x[i-\ell_x+1..i] \) and \( y[j-\ell_x+1..j] \) if \( \ell_x \neq \ell_y \) and \( \ell_y = 0 \);
4. \( x[i-\ell+1..i] \) and \( y[j-\ell+1..j] \) if \( \ell_x \neq \ell_y \) and \( \ell_x \neq 0 \) and \( \ell_y \neq 0 \).

Proof. If \( x[i'..i-1] \) and \( y[j'..j-1] \) have the same Cartesian tree then \( PD_{x[i'..i-1]} = PD_{y[j'..j-1]} \). We will detail the 4 cases:

1. If \( \ell_x = \ell_y \) then \( PD_{x[i'..i]} = PD_{y[j'..j]} \) and thus \( x[i'..i] \) and \( y[j'..j] \) have the same Cartesian tree. Thus \( x[i'..i] \) and \( y[j'..j] \) are the longest suffixes of \( x[1..i] \) and \( y[1..j] \) having the same Cartesian tree. Longer suffixes with the same Cartesian tree would contradict the maximality of the length of \( x[i'..i-1] \) and \( y[j'..j-1] \).
2. If $\ell_x \neq \ell_y$ and $\ell_x = 0$ then $PD_{y[k..j]}[j - k + 1] = \ell_y \neq \ell_x$ for $j' \leq k \leq j - \ell_y$ and $PD_{y[k-\ell_y+1..j]}[\ell_y] = 0 = \ell_x$. Thus by Fact $7$, $PD_{y[k..j]}[j - k + 1] = \ell_y \neq \ell_x$ for $i' \leq k \leq i - \ell_x$ and $PD_{x[i-\ell_x+1..i]}[\ell_x] = 0 = \ell_y$. Thus by Fact $7$, $PD_{y[k..j]}[j - k + 1]$ is the longest suffixes of $x[1..i]$ and $y[1..j]$ having the same Cartesian tree.

3. If $\ell_x \neq \ell_y$ and $\ell_y = 0$ then $PD_{x[k..i]}[i - k + 1] = \ell_x \neq \ell_y$ for $i' \leq k \leq i - \ell_x$ and $PD_{x[i-\ell_x+1..i]}[\ell_x] = 0 = \ell_y$. Thus by Fact $7$, $PD_{x[k..i]}[i - k + 1] = \ell_x \neq \ell_y$ for $i' \leq k \leq i - \ell_x$ and $PD_{x[i-\ell_x+1..i]}[\ell_x] = 0 = \ell_y$. Thus by Fact $7$, $PD_{x[k..i]}[i - k + 1]$ and $PD_{y[i-\ell_x+1..i]}[\ell_x] = 0 = \ell_y$ are the longest suffixes of $x[1..i]$ and $y[1..j]$ having the same Cartesian tree.

4. If $\ell_x \neq \ell_y$ and $\ell_x \neq 0$ and $\ell_y \neq 0$ then $PD_{x[k..i]}[i - k + 1] \neq PD_{y[k..j]}[j - k' + 1]$ for $i' \leq k \leq i - \ell_x$ and for $j' \leq k' \leq j - \ell_y$ and $PD_{x[i-\ell_x+1..i]}[\ell_x] = 0 \neq PD_{y[j-\ell_y+1..j]}[\ell_y]$. Thus by Fact $7$, $PD_{x[k..i]}[i - k + 1]$ and $PD_{y[j-\ell_y+1..j]}[\ell_y] = 0$ are the longest suffixes of $x[1..i]$ and $y[1..j]$ having the same Cartesian tree.

A diagonal $d$ corresponds to a pair of factors $x[i..s]$ and $y[j..t]$ such $1 \leq i \leq s \leq m$, $1 \leq j \leq t \leq n$, $s - i = t - j$ and $d = j - i$. Since factors of length 1 always constitute common Cartesian substrings between two strings, the algorithm COMPUTE-LONGEST-CARTESIAN-SUBSTRING given in Figure 7 processes diagonals from $-m + 2$ to $n - 2$. For each diagonal it uses 4 indices $i$, $i'$, $j$ and $j'$ to compute $PD_{x[i'..i]}$ and $PD_{y[j'..j]}$ starting with the first factors of length 2 of the current diagonal. It updates indices $i$, $i'$, $j$ and $j'$ according to Lemma 8. It only computes the length $\ell$ of the longest common Cartesian substrings of $x$ and $y$ but could easily be computed to report two positions $i$ in $x$ and $j$ in $y$ such that $x[i..i + \ell - 1]$ and $y[j..j + \ell - 1]$ have the same Cartesian tree with the same complexities.

**Theorem 9.** Given two strings $x$ and $y$ of numbers of length $m$ and $n$ respectively, the longest substrings of $x$ and $y$ having the same Cartesian tree can be computed in time $O(mn)$ and in space $O(m + n)$.

**Proof.** Given $x$ and $y$, the parent-distance representations $PD_x$ and $PD_y$ can be computed in space and time $O(m)$ and $O(n)$ respectively. Then the results of Lemma 8 can be applied on any pair of ending positions of substrings of $x$ and $y$. There are $O(mn)$ such pairs and the computation for one pair takes constant time if the result for the correct previous pair is available. By performing the computation diagonal-wise the result follows.

**Example 10.** $x = \langle 70, 84, 63, 74, 86, 97 \rangle$ and $y = \langle 50, 83, 76, 39, 90, 67, 1, 6 \rangle$. Then $PD_x = \langle 0, 1, 0, 1, 1, 1 \rangle$ and $PD_y = \langle 0, 1, 2, 0, 1, 2, 0, 1 \rangle$. Let us look at starting positions $i' = 3$ in $x$ and $j' = 4$ in $y$:

- $PD_{x[3..3]}[1] = 0$ and $PD_{y[4..4]}[1] = 0$
- $PD_{x[3..4]}[2] = 1$ and $PD_{y[4..5]}[2] = 1$
- $PD_{x[3..5]}[3] = 1$ and $PD_{y[4..6]}[3] = 2$ then $i'$ becomes 5 and $j'$ becomes 6
- $PD_{x[5..6]}[2] = 1$ and $PD_{y[6..7]}[2] = 0$ then $i'$ becomes 6 and $j'$ becomes 7

thus the longest Cartesian substring of $x[3..6]$ and $y[4..7]$ has length 2.

6 EXPERIMENTS

The two methods have been implemented in C programming language. The experiments were performed on a computer running MacOS 10.12.6 with an Intel Core i5 1.3 GHz processor and 4GB RAM. We want to compute the length of the longest common Cartesian substring of $x$ of length $m$ and of $y$ of length $n$. Assume w.l.o.g. that $m < n$. 

**Compute-Longest-Cartesian-Substring**\( (x, m, y, n) \)

1. \( PD_x \leftarrow \text{Compute-Parent-Distance}(x, m) \)
2. \( PD_y \leftarrow \text{Compute-Parent-Distance}(y, n) \)
3. \( \text{maxlength} \leftarrow 1 \)
4. \( \text{for } d \leftarrow -m + 2 \text { to } n - 2 \text { do} \)
   - \( (i, j) \leftarrow (2, 2) \)
   - \( \text{if } d < 0 \text { then} \)
     - \( i \leftarrow d + 2 \)
   - \( \text{else if } d > 0 \text { then} \)
     - \( j \leftarrow d + 2 \)
   - \( (i', j') \leftarrow (i - 1, j - 1) \)
   - \( \text{if } \ell_x \neq \ell_y \text { then} \)
     - \( \text{else if } \ell_y = 0 \text { then} \)
     - \( \ell \leftarrow \ell_x \)
     - \( \text{else} \) \( \ell \leftarrow \min\{\ell_x, \ell_y\} \)
     - \( (i', j') \leftarrow (i - \ell + 1, j - \ell + 1) \)
   - \( \text{else} \) \( \text{maxlength can only increase when } \ell_x = \ell_y \)
     - \( \text{maxlength} \leftarrow \max\{\text{maxlength}, i - i' + 1\} \)
   - \( (i, j) \leftarrow (i + 1, j + 1) \)
5. \( \text{return } \text{maxlength} \)

---

**Figure 7.** Computation of the length of the longest Cartesian substrings of \( x \) of length \( m \) and \( y \) of length \( n \).

The suffix tree with missing suffix links from [2] has been implemented naively without back propagation and with a simple hashing function. Our implementation is not linear in the worst case but we argue that for short strings it is faster than the linear method which is quite intricate and will lead to an increase in runtime for such short strings. The method for finding the longest Cartesian substring between two strings is then the following: the parent distance representation \( PD_x \) and \( PD_y \) are computed. Then we construct \( PD_{yx} = PD_y_1PD_x_2 $ \) where \( $ \) and \( $_2 \) are terminators that do not occur in \( PD_x \) and \( PD_y \). Then the suffix tree of \( PD_{yx} \) is build for the part corresponding of the longest string \( y \). For the remaining part the suffix tree is scanned to determine the fork where to insert the tail of the current suffix. The string depth of this fork is used to compute the length of the longest common Cartesian substring. The tail is then not inserted since it is not necessary for our purposes and will only lead to a loss of time.

For our alternative solution, main long diagonals are processed first. Shortest diagonals corresponding to prefixes and suffixes of \( y \) are processed in a second time. During the computation of a diagonal, when the length of the remaining part of the diagonal is too short and will not possibly contribute to a longest common Cartesian substring, we processed to the next diagonals.
6.1 Random data

We built random strings of integers with 4 different alphabets \([0; 10],[0; 100],[0; 1000]\) and \([0; 10000]\). Then we consider 3 different values for \(n\): 50, 125 and 200. For each value of \(n\) we consider 4 values of \(m\): \(n/10\), \(n/5\), \(n/2.5\) and \(n/1.25\).

Figure 8 to 10 show the running times of the two solutions: \(\sigma\) denotes the alphabet size, \(alt\) the times for the alternative solution and \(ST\) the times for the suffix tree based solution. Times are expressed in \(\mu\)seconds.

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>(m)</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>alt</td>
<td>4283</td>
<td>6189</td>
<td>13621</td>
<td>24711</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>36120</td>
<td>33230</td>
<td>46744</td>
<td>56796</td>
</tr>
<tr>
<td>100</td>
<td>alt</td>
<td>4963</td>
<td>7210</td>
<td>13702</td>
<td>25644</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>40437</td>
<td>39994</td>
<td>46495</td>
<td>58973</td>
</tr>
<tr>
<td>1000</td>
<td>alt</td>
<td>4779</td>
<td>7618</td>
<td>14708</td>
<td>25621</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>39886</td>
<td>42869</td>
<td>50787</td>
<td>58650</td>
</tr>
<tr>
<td>10000</td>
<td>alt</td>
<td>4280</td>
<td>7083</td>
<td>14636</td>
<td>25825</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>36074</td>
<td>40522</td>
<td>51166</td>
<td>58184</td>
</tr>
</tbody>
</table>

**Figure 8.** Experiments with random data for \(n\) = 50

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>(m)</th>
<th>12</th>
<th>24</th>
<th>48</th>
<th>96</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>alt</td>
<td>16589</td>
<td>34500</td>
<td>71790</td>
<td>150029</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>98865</td>
<td>95663</td>
<td>108624</td>
<td>132481</td>
</tr>
<tr>
<td>100</td>
<td>alt</td>
<td>15577</td>
<td>37178</td>
<td>77217</td>
<td>139539</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>96253</td>
<td>106864</td>
<td>121404</td>
<td>128341</td>
</tr>
<tr>
<td>1000</td>
<td>alt</td>
<td>14420</td>
<td>35633</td>
<td>72197</td>
<td>141706</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>85163</td>
<td>101248</td>
<td>111795</td>
<td>126697</td>
</tr>
<tr>
<td>10000</td>
<td>alt</td>
<td>15112</td>
<td>34439</td>
<td>74145</td>
<td>140266</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>94438</td>
<td>95248</td>
<td>114660</td>
<td>128906</td>
</tr>
</tbody>
</table>

**Figure 9.** Experiments with random data for \(n\) = 125

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>(m)</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>160</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>alt</td>
<td>38677</td>
<td>91698</td>
<td>203764</td>
<td>436527</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>127756</td>
<td>150781</td>
<td>181238</td>
<td>261578</td>
</tr>
<tr>
<td>100</td>
<td>alt</td>
<td>50687</td>
<td>113439</td>
<td>204344</td>
<td>444743</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>197489</td>
<td>209726</td>
<td>196585</td>
<td>280190</td>
</tr>
<tr>
<td>1000</td>
<td>alt</td>
<td>46502</td>
<td>105442</td>
<td>200889</td>
<td>439376</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>172624</td>
<td>183040</td>
<td>174690</td>
<td>216348</td>
</tr>
<tr>
<td>10000</td>
<td>alt</td>
<td>43269</td>
<td>97887</td>
<td>198550</td>
<td>414818</td>
</tr>
<tr>
<td></td>
<td>ST</td>
<td>150034</td>
<td>160674</td>
<td>181007</td>
<td>236281</td>
</tr>
</tbody>
</table>

**Figure 10.** Experiments with random data for \(n\) = 200

For \(n = 50\) our alternative solution is always fastest than the suffix tree solution. For \(n = 125\) our alternative solution is fastest than the suffix tree solution for values of \(m\) up to \(n/2\). For \(n = 200\) our alternative solution is fastest than the suffix tree solution for values of \(m\) up to \(n/4\).
6.2 Real data

We use data from the COVID-19 pandemic. We extracted the numbers of cases and numbers of deaths for the 15 most infected countries at that time. Data were given in reverse chronological order. We trimmed the data for the tailing runs of 0s and 1s at the end.

Table 1 gives the country numbers and the number of days for cases and deaths for each country.

<table>
<thead>
<tr>
<th>#</th>
<th>Country</th>
<th>Cases</th>
<th>Deaths</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>China</td>
<td>102</td>
<td>98</td>
</tr>
<tr>
<td>2</td>
<td>France</td>
<td>62</td>
<td>53</td>
</tr>
<tr>
<td>3</td>
<td>Germany</td>
<td>62</td>
<td>49</td>
</tr>
<tr>
<td>4</td>
<td>Iran</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>5</td>
<td>Italy</td>
<td>66</td>
<td>65</td>
</tr>
<tr>
<td>6</td>
<td>Korea</td>
<td>72</td>
<td>67</td>
</tr>
<tr>
<td>7</td>
<td>Spain</td>
<td>63</td>
<td>54</td>
</tr>
<tr>
<td>8</td>
<td>Turkey</td>
<td>45</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>UK</td>
<td>105</td>
<td>98</td>
</tr>
<tr>
<td>10</td>
<td>USA</td>
<td>67</td>
<td>58</td>
</tr>
<tr>
<td>11</td>
<td>Russia</td>
<td>47</td>
<td>32</td>
</tr>
<tr>
<td>12</td>
<td>Brazil</td>
<td>54</td>
<td>41</td>
</tr>
<tr>
<td>13</td>
<td>Canada</td>
<td>63</td>
<td>42</td>
</tr>
<tr>
<td>14</td>
<td>Belgium</td>
<td>57</td>
<td>47</td>
</tr>
<tr>
<td>15</td>
<td>Netherlands</td>
<td>60</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 1. Country number, number of cases and deaths considered.

Then we computed the length of the longest common Cartesian substrings for each pair of countries.

Figure 11 shows the results for the number of cases. These results have been computed in 9381 µs with the Suffix Tree method and in 5904 µs with our alternative method.

Figure 11 shows the results for the number of cases. These results have been computed in 9381 µs with the Suffix Tree method and in 5904 µs with our alternative method.

---

1 We downloaded data from [https://www.ecdc.europa.eu](https://www.ecdc.europa.eu) on 27th April 2020
Figure 12. Length of the longest common Cartesian substring between countries for the number of deaths of the COVID-19.

Figure 12 shows the results for the number of deaths. These results have been computed in 8727 µs with the Suffix Tree method and in 4758 µs with our alternative method.

Again, these results show that for such short strings our alternative solution is faster than the suffix tree based method.

In our experiments, our alternative solution is faster than the suffix tree solution in 38 cases out of 50 cases (on both random and real data); when it is faster, our alternative solution is 3.81 times faster on average (up to 8.43 times for the maximum), and when it is slower, it is 1.3 times slower on average than the suffix tree solution (up to 1.82 for the maximum).

7 Conclusion

In this article we presented a classical suffix tree based solution for computing the longest Cartesian substrings between two strings. This solution is based on the parent-distance representation of the two strings and runs in linear time and linear extra-space in addition to the two strings and their parent-distance representation. Then we proposed an alternative solution based on dynamic programming that runs in quadratic time in the worst case and in constant extra-space in addition to the two strings and their parent-distance representation. We presented experiments that show that our alternative solution runs faster for short strings than the suffix tree based solution. Further works would include the search for the longest approximate common Cartesian substrings between two strings but the notion of approximation in this context has to be defined.
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