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#### Abstract

We present two variations of Duval's algorithm for computing the Lyndon factorization of a word. The first algorithm is designed for the case of small alphabets and is able to skip a significant portion of the characters of the string, for strings containing runs of the smallest character in the alphabet. Experimental results show that it is faster than Duval's original algorithm, more than ten times in the case of long DNA strings. The second algorithm computes, given a run-length encoded string $R$ of length $\rho$, the Lyndon factorization of $R$ in $O(\rho)$ time and constant space.


## 1 Introduction
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[^0]The second variation is for strings compressed with run-length encoding. The run-length encoding of a string is a simple encoding where each maximal consecutive sequence of the same symbol is encoded as a pair consisting of the symbol plus the length of the sequence. Given a run-length encoded string $R$ of length $\rho$, our algorithm computes the Lyndon factorization of $R$ in $O(\rho)$ time and uses constant space. It is thus preferable to Duval's algorithm in the cases in which the strings are stored or maintained in run-length encoding.

## 2 Basic definitions

Let $\Sigma$ be a finite ordered alphabet of symbols and let $\Sigma^{*}$ be the set of words (strings) over $\Sigma$ ordered by lexicographic order. The empty word $\varepsilon$ is a word of length 0 . Let also $\Sigma^{+}$be equal to $\Sigma^{*} \backslash\{\varepsilon\}$. Given a word $w$, we denote with $|w|$ the length of $w$ and with $w[i]$ the $i$-th symbol of $w$, for $0 \leq i<|w|$. The concatenation of two words $u$ and $v$ is denoted by $u v$. Given two words $u$ and $v, v$ is a substring of $u$ if there are indices $0 \leq i, j<|u|$ such that $v=u[i] \cdots u[j]$. If $i=0(j=|u|-1)$ then $v$ is a prefix (suffix) of $u$. We denote by $u[i . . j]$ the substring of $u$ starting at position $i$ and ending at position $j$. For $i>j u[i . . j]=\varepsilon$. We denote by $u^{k}$ the concatenation of $k u$ 's, for $u \in \Sigma^{+}$and $k \geq 1$. The longest border of a word $w$, denoted with $\beta(w)$, is the longest proper prefix of $w$ which is also a suffix of $w$. Let $l c p\left(w, w^{\prime}\right)$ denote the length of the longest common prefix of words $w$ and $w^{\prime}$. We write $w<w^{\prime}$ if either $l c p\left(w, w^{\prime}\right)=$ $|w|<\left|w^{\prime}\right|$, i.e., if $w$ is a proper prefix of $w^{\prime}$, or if $w\left[l c p\left(w, w^{\prime}\right)\right]<w^{\prime}\left[l c p\left(w, w^{\prime}\right)\right]$. For any $0 \leq i<|w|, \operatorname{Rot}(w, i)=w[i . .|w|-1] w[0 . . i-1]$ is a rotation of $w$. A Lyndon word is a word $w$ such that $w<\operatorname{ROT}(w, i)$, for $1 \leq i<|w|$. Given a Lyndon word $w$, the following properties hold:

1. $|\beta(w)|=0$;
2. either $|w|=1$ or $w[0]<w[|w|-1]$.

Both properties imply that no word $a$
a Lyndon word. The
following result is due to Chen, Fox an
Theorem 1. Any word $w$ admits a ur

$$
(w)=w_{1}, w_{2}, \ldots, w_{m}
$$ such that $w_{i}$ is a Lyndon word, for $1 \leq$ $\cdots \geq w_{m}$.

The run-length encoding (RLE) of a wo

), is a sequence of pairs (runs) $\left\langle\left(c_{1}, l_{1}\right),\left(c_{2}, l_{2},\right), \ldots,\left(c_{\rho}, l_{\rho}\right)\right\rangle$ such that $c_{i} \in \Sigma, l_{i} \geq 1, c_{i} \neq c_{i+1}$ for $1 \leq i<r$,
and $w=c_{1}^{l_{1}} c_{2}^{l_{2}} \cdots c_{\rho}^{l_{\rho}}$. The interval of positions in $w$ of the factor $w_{i}$ in the Lyndon factorization of $w$ is $\left[a_{i}, b_{i}\right]$, where $a_{i}=\sum_{j=1}^{i-1}\left|w_{j}\right|, b_{i}=\sum_{j=1}^{i}\left|w_{j}\right|-1$. Similarly, the interval of positions in $w$ of the run $\left(c_{i}, l_{i}\right)$ is $\left[a_{i}^{r l e}, b_{i}^{r l e}\right]$ where $a_{i}^{r l e}=\sum_{j=1}^{i-1} l_{j}$, $b_{i}^{r l e}=\sum_{j=1}^{i} l_{j}-1$.

## 3 Duval's algorithm

In this section we briefly describe Duval's algorithm for the computation of the Lyndon factorization of a word. Let $L$ be the set of Lyndon words and let
be the se
where $c$ i

$$
\left.w \in \Sigma^{+} \text {and } w \Sigma^{*} \cap L \neq \emptyset\right\}
$$

of Lyndon words. Let also $P^{\prime}=P \cup\left\{c^{k} \mid k \geq 2\right\}$, 1 in $\Sigma$. Duval's algorithm is based on the following

| LF-DUVAL $(w)$ |  |
| :--- | :--- |
| 1. | $k \leftarrow 0$ |
| 2. | while $k<\|w\|$ do |
| 3. | $i \leftarrow k+1$ |
| 4. | $j \leftarrow k+2$ |
| 5. | while TRUE do |
| 6. | if $j=\|w\|+1$ or $w[j-1]<w[i-1]$ then |
| 7. | while $k<i$ do |
| 8. | output $(w[k . . k+j-i])$ |
| 9. | $k \leftarrow k+j-i$ |
| 10. | break |
| 11. | else |
| 12. | if $w[j-1]>w[i-1]$ then |
| 13. | $\quad$ else |
| $14 \leftarrow k+1$ |  |
| 15. | $j \leftarrow j \leftarrow i+1$ |
| 16. | $j \leftarrow 1$ |

Figure 1. Duval's algorithm to compute the Lyndon factorization of a string.

Lemma 2. Let $w \in \Sigma^{+}$and $w_{1}$ be the longest prefix of $w=w_{1} w^{\prime}$ which is in $L$. We have $C F L(w)=w_{1} C F L\left(w^{\prime}\right)$.

Lemma 3. $P^{\prime}=\left\{(u v)^{k} u \mid u \in \Sigma^{*}, v \in \Sigma^{+}, k \geq 1\right.$ and $\left.u v \in L\right\}$.
Lemma 4. Let $w=\left(u a v^{\prime}\right)^{k} u$, with $u, v^{\prime} \in \Sigma^{*}, a \in \Sigma, k \geq 1$ and $u a v^{\prime} \in L$. The following propositions hold:


```
LF-SKIP \((w)\)
    1. \(e \leftarrow|w|-1\)
    2. while \(e \geq 0\) and \(w[e]=\bar{c}\) do
    3. \(e \leftarrow e-1\)
    4. \(l \leftarrow|w|-1-e\)
    5. \(w \leftarrow w[0 . . e]\)
6. \(s \leftarrow \min O c c_{\{\bar{c} \bar{c}\}}(w) \cup\{|w|\}\)
    7. \(\operatorname{LF}-\operatorname{DuvaL}(w[0 . . s-1])\)
    8. \(r \leftarrow 0\)
    9. while \(s<|w|\) do
10. \(\quad w \leftarrow w[s . .|w|-1]\)
11. while \(w[r]=\bar{c}\) do
                \(r \leftarrow r+1\)
        \(s \leftarrow|w|\)
        \(k \leftarrow 1\)
        \(\mathcal{P} \leftarrow\left\{\bar{c}^{r} c \mid c \leq w[r]\right\}\)
        \(j \leftarrow 0\)
        for \(i \in O \operatorname{cc}_{\mathcal{P}}(w): i>j\) do
            \(h \leftarrow l c p(w, w[i . .|w|-1])\)
            if \(h=|w|-i\) or \(w[i+h]<w[h]\) then
                    \(s \leftarrow i\)
                    \(k \leftarrow 1+\lfloor h / s\rfloor\)
                    break
            \(j \leftarrow i+h\)
        for \(i \leftarrow 1\) to \(k\) do
            output \((w[0 . . s-1])\)
        \(s \leftarrow s \times k\)
. for \(i \leftarrow 1\) to \(l\) do
28. output \((\bar{c})\)
```

Figure 2. The algorithm to compute the Lyndon factorization that can potentially skip symbols.

Lemma 6. Let $w$ be a string with $C F L(w)=w_{1}, w_{2}, \ldots, w_{m}$. It holds that $\left|w_{1}\right|=$ $\min \{j \mid w[j . .|w|-1]<w\}$ and $w_{1}=w_{2}=\cdots=w_{k}=w\left[0 . .\left|w_{1}\right|-1\right]$, where $k=$ $1+\left\lfloor l c p\left(w, w\left[\left|w_{1}\right| . .|w|-1\right]\right) /\left|w_{1}\right|\right\rfloor$.

Based on these Lemmas, Duval's algorithm can be implemented by initializing $j \leftarrow 1$ and executing the following steps until $w$ becomes $\varepsilon$ : 1$)$ compute $h \leftarrow l c p(w, w[j . .|w|-$ 1]). 2) if $j+h<|w|$ and $w[h]<w[j+h]$ set $j \leftarrow j+h+1$; otherwise output $w[0 . . j-1]$ $k$ times and set $w \leftarrow w[j k . .|w|-1]$, where $k=1+\lfloor h / j\rfloor$, and set $j \leftarrow 1$.

## 4 Improved algorithm for small alphabets

Let $w$ be a word over an alphabet $\Sigma$ with $C F L(w)=w_{1}, w_{2}, \ldots, w_{m}$ and let $\bar{c}$ be the smallest symbol in $\Sigma$. Suppose that there exists $k \geq 2, i \geq 1$ such that $\bar{c}^{k}$ is a prefix of $w_{i}$. If the last symbol of $w$ is not $\bar{c}$, then by Theorem 1 and by the properties of Lyndon words, $\bar{c}^{k}$ is a prefix of each of $w_{i+1}, w_{i+1}, \ldots, w_{m}$. This property can be exploited to devise an algorithm for Lyndon factorization that can potentially skip symbols. Our algorithm is based on the alternative formulation of Duval's algorithm by I et al.. Given a set of strings $\mathcal{P}$, let $O c_{\mathcal{P}}(w)$ be the set of all (starting) positions in $w$ corresponding to occurrences of the strings in $\mathcal{P}$. We start with the following Lemmas:

Lemma 7. Let $w$ be a word and let $s=\max \{i \mid w[i]>\bar{c}\} \cup\{-1\}$. Then, $\operatorname{CFL}(w)=$ $C F L(w[0 . . s]) C F L\left(\bar{c}^{(|w|-1-s)}\right)$.

Proof. If $s=-1$ or $s=|w|-1$ the Lemma plainly holds. Otherwise, Let $w_{i}$ be the factor in $C F L(w)$ such that $s \in\left[a_{i}, b_{i}\right]$. To prove the claim we have to show that $b_{i}=s$. Suppose by contradiction that $s<b_{i}$, which implies $\left|w_{i}\right| \geq 2$. Then, $w_{i}\left[\left|w_{i}\right|-1\right]=\bar{c}$, which contradicts the second property of Lyndon words.

Lemma 8. Let $w$ be a word such that $\bar{c} \bar{c}$ occurs in it and let $s=\min \operatorname{Occ}_{\{\bar{c} \bar{c}\}}(w)$. Then, we have $C F L(w)=C F L(w[0 . . s-1]) C F L(w[s .|w|-1])$.

Proof. Let $w_{i}$ be the factor in $C F L(w)$ such that $s \in\left[a_{i}, b_{i}\right]$. To prove the claim we have to show that $a_{i}=s$. Suppose by contradiction that $s>a_{i}$, which implies $\left|w_{i}\right| \geq 2$. If $s=b_{i}$ then $w_{i}\left[\left|w_{i}\right|-1\right]=\bar{c}$, which contradicts the second property of Lyndon words. Otherwise, since $w_{i}$ is a Lyndon word it must hold that $w_{i}<\operatorname{Rot}\left(w_{i}, s-a_{i}\right)$. This implies at least that $w_{i}[0]=w_{i}[1]=\bar{c}$, which contradicts the hypothesis that $s$ is the smallest element in $O c c_{\{\bar{c}\}}(w)$.

Lemma 9. Let $w$ be a word such that $w[0]=w[1]=\bar{c}$ and $w[|w|-1] \neq \bar{c}$. Let $r$ be the smallest position in $w$ such that $w[r] \neq \bar{c}$. Note that $w[0 . . r-1]=\bar{c}^{r}$. Let also $\mathcal{P}=\left\{\bar{c}^{r} c \mid c \leq w[r]\right\}$. Then we have
$\left.c_{\mathcal{P}}(w) \mid w[s .|w|-1]<w\right\} \cup\{|w|\}-1$, of factor $w_{1}$. at $b_{1}=\min \{s \mid w[s . .|w|-1]<w\}-1$. Since $w[0 . . r-$ y string $v$ such that $v<w$ we must have that either $=\bar{c}^{|v|}$ otherwise. Since $w[|w|-1] \neq \bar{c}$, the only position $\xi^{-|w|-s}$ is $|w|$, corresponding to the empty word. Hence,
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Concerning $v$, let $1] \neq \bar{c}$, and we can apt in $C F L(v)$. To this en $v\}$, where $\mathcal{P}=\left\{\bar{c}^{r} c \mid c\right.$ string matching to ite satisfies $v[i . .|v|-1]<$

```
LF-RLE(R)
1. }k\leftarrow
2. while }k<|R|\mathrm{ do
3. }(m,q)\leftarrow\operatorname{LF-RLE-NEXT}(R,k
4. for }i\leftarrow1\mathrm{ to }q\mathrm{ do
5. output (k,k+m-1)
6. }\quadk\leftarrowk+
```

```
```

$\operatorname{F-RLE-NEXT}\left(R=\left\langle\left(c_{1}, l_{1}\right), \ldots,\left(c_{\rho}, l_{\rho}\right)\right\rangle, k\right)$

```
```

$\operatorname{F-RLE-NEXT}\left(R=\left\langle\left(c_{1}, l_{1}\right), \ldots,\left(c_{\rho}, l_{\rho}\right)\right\rangle, k\right)$
$i \leftarrow k$
$i \leftarrow k$
. $j \leftarrow k+1$
. $j \leftarrow k+1$
. while true do
. while true do
if $i>k$ and $l_{j-1}<l_{i-1}$ then
if $i>k$ and $l_{j-1}<l_{i-1}$ then
$z \leftarrow 1$
$z \leftarrow 1$
else $z \leftarrow 0$
else $z \leftarrow 0$
$s \leftarrow i-z$
$s \leftarrow i-z$
if $j=|R|$ or $c_{j}<c_{s}$ or
if $j=|R|$ or $c_{j}<c_{s}$ or
( $c_{j}=c_{s}$ and $l_{j}>l_{s}$ and $c_{j}<c_{s+1}$ ) then
( $c_{j}=c_{s}$ and $l_{j}>l_{s}$ and $c_{j}<c_{s+1}$ ) then
return $(j-i,\lfloor(j-k-z) /(j-i)\rfloor)$
return $(j-i,\lfloor(j-k-z) /(j-i)\rfloor)$
else
else
if $c_{j}>c_{s}$ or $l_{j}>l_{s}$ then
if $c_{j}>c_{s}$ or $l_{j}>l_{s}$ then
$i \leftarrow k$
$i \leftarrow k$
else
else
$i \leftarrow i+1$
$i \leftarrow i+1$
$j \leftarrow j+1$

```
```

                            \(j \leftarrow j+1\)
    ```
```

Figure 3. The algorithm to compute the Lyndon factorization of a run-length encoded string.
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 the sets $O c_{\mathcal{P}}(v)$ is $O(|w|)$, the full worst case. To see why, it is enough to observ or which the algorithm verifies if $v[i . .|v|-1]<v$ are a subset of the positions verified by the original algorithm.

## 5 Computing the Lyndon factorization of a run-length encoded string

In this section we present an algorithm to compute the Lyndon factorization of a string given in RLE form. The algorithm is based on Duval's original algorithm and on a combinatorial property between the Lyndon factorization of a string and its RLE, and has $O(\rho)$-time and $O(1)$-space complexity, where $\rho$ is the length of the RLE. We start with the following Lemma:

Lemma 10. Let $w$ be a word over $\Sigma$ and let $w_{1}, w_{2}, \ldots, w_{m}$ be its Lyndon factorization. For any $1 \leq i \leq|\operatorname{RLE}(w)|$, let $1 \leq j, k \leq m, j \leq k$, such that $a_{i}^{r l e} \in\left[a_{j}, b_{j}\right]$ and $b_{i}^{r l e} \in\left[a_{k}, b_{k}\right]$. Then, either $j=k$ or $\left|w_{j}\right|=\left|w_{k}\right|=1$.

Proof. Suppose by contradiction that $j<k$ and either $\left|w_{j}\right|>1$ or $\left|w_{k}\right|>1$. By definition of $j, k$, we have $w_{j} \geq w_{k}$. Moreover, since both $\left[a_{j}, b_{j}\right]$ and $\left[a_{k}, b_{k}\right]$ overlap with $\left[a_{i}^{r l e}, b_{i}^{r l e}\right]$, we also have $w_{j}\left[\left|w_{j}\right|-1\right]=w_{k}[0]$. If $\left|w_{j}\right|>1$, then, by definition of $w_{j}$, we have $w_{j}[0]<w_{j}\left[\left|w_{j}\right|-1\right]=w_{k}[0]$. Instead, if $\left|w_{k}\right|>1$ and $\left|w_{j}\right|=1$, we have that $w_{j}$ is a prefix of $w_{k}$. Hence, in both cases we obtain $w_{j}<w_{k}$, which is a contradiction.

The consequence of this Lemma is that a run of length $l$ in the RLE is either contained in one factor of the Lyndon factorization, or it corresponds to $l$ unit-length factors. Formally:

Corollary 11. Let $w$ be a word over $\Sigma$ and let $w_{1}, w_{2}, \ldots, w_{m}$ be its Lyndon factorization. Then, for any $1 \leq i \leq|\operatorname{RLE}(w)|$, either there exists $w_{j}$ such that $\left[a_{i}^{r l e}, b_{i}^{r l e}\right]$ is contained in $\left[a_{j}, b_{j}\right]$ or there exist $l_{i}$ factors $w_{j}, w_{j+1}, \ldots, w_{j+l_{i}-1}$ such that $\left|w_{j+k}\right|=1$ and $a_{j+k} \in\left[a_{i}^{r l e}, b_{i}^{r l e}\right]$, for $0 \leq k<l_{i}$.

This property can be exploited to obtain an algorithm for the Lyndon factorization that runs in $O(\rho)$ time. First, we introduce the following definition:

Definition 12. A word $w$ is a $L R$ word if it is either a Lyndon word or it is equal to $a^{k}$, for some $a \in \Sigma, k \geq 2$. The LR factorization of a word $w$ is the factorization in $L R$ words obtained from the Lyndon factorization of $w$ by merging in a single factor the maximal sequences of unit-length factors with the same symbol.

For example, the LR factorization of cctgccaa is $\langle\operatorname{cctg}, c c, a a\rangle$. Observe that this factorization is a (reversible) encoding of the Lyndon factorization. Moreover, in this encoding it holds that each run in the RLE is contained in one factor and thus the size of the LR factorization is $O(\rho)$. Let $L^{\prime}$ be the set of LR words. We now present the algorithm $\operatorname{LF}-\operatorname{RLE}-\operatorname{Next}(R, k)$ which computes, given an RLE sequence $R$ and an integer $k$, the longest LR word in $R$ starting at position $k$. Analogously to Duval's algorithm, it reads the RLE sequence from left to right maintaining two integers, $j$ and $\ell$, which satisfy the following invariant:

$$
\begin{align*}
& c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}} \in P^{\prime} ; \\
& \ell= \begin{cases}\left|\operatorname{RLE}\left(\beta\left(c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}}\right)\right)\right| & \text { if } j-k>1, \\
0 & \text { otherwise } .\end{cases} \tag{1}
\end{align*}
$$

The integer $j$, initialized to $k+1$, is the index of the next run to read and is incremented at each iteration until either $j=|R|$ or $c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}} \notin P^{\prime}$. The integer $\ell$, initialized to 0 , is the length in runs of the longest border of $c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}}$, if $c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}}$ spans at least two runs, and equal to 0 otherwise. For example, in the case of the word $a b^{2} a b^{2} a b$ we have $\beta\left(a b^{2} a b^{2} a b\right)=a b^{2} a b$ and $\ell=4$. Let $i=k+\ell$. In general, if $\ell>0$, we have

$$
\begin{aligned}
& l_{j-1} \leq l_{i-1}, l_{k} \leq l_{j-\ell}, \\
& \beta\left(c_{k}^{l_{k}} \cdots c_{j-1}^{j_{j-1}}\right)=c_{k}^{l_{k}} c_{k+1}^{l_{k+1}} \cdots c_{i-2}^{l_{i-2}} c_{i-1}^{l_{j-1}}=c_{j-\ell}^{l_{k}} c_{j-\ell+1}^{l_{j-\ell+1}} \cdots c_{j-2}^{l_{j-2}} c_{j-1}^{l_{j-1}} .
\end{aligned}
$$

Note that the longest border may not fully cover the last (first) run of the corresponding prefix (suffix). Such the case is for example for the word $a b^{2} a^{2} b$. However, since $c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}} \in P^{\prime}$ it must hold that $l_{j-\ell}=l_{k}$, i.e., the first run of the suffix is fully covered. Let
$z=\left\{1 \quad\right.$ if $\ell>0 \wedge l_{j-1}<l_{i-1}$,

Informally, the inte fully cover the run $\left(c_{i-}\right.$ where

$$
\begin{aligned}
& q=\bigsqcup^{j} \\
& u=c_{j}^{l_{j}} \\
& u v \in L
\end{aligned}
$$

e longest border of $c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}}$ does not at $c_{k}^{l_{k}} \cdots c_{j-1}^{l_{j-1}}$ can be written as $(u v)^{q} u$,
z) $\bmod (j-i)$, ${ }_{j-\ell-1}^{l_{j-\ell-1}}=c_{i-r}^{l_{i-r}} \cdots c_{j-r-1}^{l_{j-r-1}}$, th $=0$,
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## 6 Experiments with LF-Skip

The experiments were run on MacBook Pro with the 2.4 GHz Intel Core 2 Duo processor and 2 GB memory. Programs ogramming language and compiled with the gcc compiler (4.8
We tested the LF-skip algorithm anc
 ization level. $h$ various texts. With MB), LF-skip gave a speed-ups for random peed-ups were larger. t newlines) from the

| $\overline{\|\Sigma\|} \mid$ Speed-up |  |
| :---: | :---: |
| 2 | 9.0 |
| 3 | 7.7 |
| 4 | 7.2 |
| 5 | 6.1 |
| 6 | 4.8 |
| 8 | 4.3 |
| 10 | 3.5 |
| 12 | 3.4 |
| 15 | 2.4 |
| 20 | 2.5 |
| 25 | 2.2 |
| 30 | 1.9 |

Table 1. Speed-up of LF-skip with various alphabet sizes in a random text.

We made also some tests with texts of natural language. Because runs are very short in natural language, the benefit of LF-skip is marginal. We even tried alphabet transformations in order to vary the smallest character of the text, but that did not help.

[^1]
## 7 Conclusions

In this paper we have presented two variations of Duval's algorithm for computing the Lyndon factorization of a string. The first algorithm was designed for the case of small alphabets and is able to skip a significant portion of the characters of the string for strings containing runs of the smallest character in the alphabet. Experimental results show that the algorithm is considerably faster than Duval's original algorithm. The second algorithm is for strings compressed with run-length encoding and computes the Lyndon factorization of a run-length encoded string of length $\rho$ in $O(\rho)$ time and constant space.
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