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#### Abstract

We propose two suffix array inspired full-text indexes. One, called SAhash, augments the suffix array with a hash table to speed up pattern searches due to significantly narrowed search interval before the binary search phase. The other, called FBCSA, is a compact data structure, similar to Mäkinen's compact suffix array, but working on fixed sized blocks, which allows to arrange the data in multiples of 32 bits, beneficial for CPU access. Experimental results on the Pizza \& Chili 200 MB datasets show that SA-hash is about 2.5-3 times faster in pattern searches (counts) than the standard suffix array, for the price of requiring $0.3 n-2.0 n$ bytes of extra space, where $n$ is the text length, and setting a minimum pattern length. The latter limitation can be removed for the price of even more extra space. FBCSA is relatively fast in single cell accesses (a few times faster than related indexes at about the same or better compression), but not competitive if many consecutive cells are to be extracted. Still, for the task of extracting e.g. 10 successive cells its time-space relation remains attractive.
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## 1 Introduction



## 2 Preliminaries

We use 0 -based sequence notation, that is, a sequence $S$ of length $n$ is written as $S[0 \ldots n-1]$, or equivalently as $s_{0} s_{1} \cdots s_{n-1}$.

One may define a full-text index over text $T$ of length $n$ as a data structure supporting at least two basic types of queries, both with respect to a pattern $P$ of length $m$, both $T$ and $P$ over a common finite integer alphabet of size $\sigma$. One query type is count: return the number occ $\geq 0$ of occurrences of $P$ in $T$. The other query type is locate: for each pattern occurrence report its position in $T$, that is, such $j$ that $P[0 \ldots m-1]=T[j \ldots j+m-1]$.

The suffix array $S A[0 \ldots n-1]$ for text $T$ is a permutation of the indexes $\{0,1, \ldots, n-$ $1\}$ such that $T[S A[i] \ldots n-1] \prec T[S A[i+1] \ldots n-1]$ for all $0 \leq i<n-1$, where the " $\prec$ " relation is the lexicographical order. The inverse suffix array $S A^{-1}$ is the inverse permutation of $S A$, that is, $S A^{-1}[j]=i \Leftrightarrow S A[i]=j$.

If not stated otherwise, all logarithms throughout the nonon on in hoan 2.
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## 4
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HT_build $(T[0 \ldots n-1], S A[0 \ldots n-1], k, z, h()$.
Precondition: $k \geq 2$

```
(01) allocate \(H T[0 \ldots z-1]\)
(02) for \(j \leftarrow 0\) to \(z-1\) do \(H T[j] \leftarrow N I L\)
(03) prevStr \(\leftarrow \varepsilon\)
(04) \(j \leftarrow N I L\)
(05) left \(\leftarrow\) NIL; right \(\leftarrow\) NIL
(06) for \(i \leftarrow 0\) to \(n-1\) do
(07) if \(S A[i] \geq n-k\) then continue
(08) if \(T[S A[i] \ldots S A[i]+k-1] \neq\) prevStr then
(09) if \(j \neq N I L\) then
(10) \(\quad\) right \(\leftarrow i-1\)
                \(H T[j] \leftarrow(\) left, right \()\)
            \(j \leftarrow h(T[S A[i] \ldots S A[i]+k-1])\)
            prevStr \(\leftarrow T[S A[i] \ldots S A[i]+k-1]\)
            repeat
                if \(H T[j]=N I L\) then
                                    left \(\leftarrow i\)
                                    break
                else \(j \leftarrow(j+1) \% z\)
            until false
    \(H T[j] \leftarrow(\) right \(+1, n-1)\)
    return \(H T\)
```

Figure 1. Building the hash table of a given size $z$
the hash table performed until no extra collisions (line 5; return no matches) or found a match over the pattern prefix, which give us information about the range of suffixes starting with the current prefix (line 6). In this case, the bin plied to narrow down the SA interval to contain exactly the whole pattern. (As an implementation note: the binary sea ignore the first $k$ symbols in the comparisons, but it did not due to specifics of the used A_strcmp function from the asr

Pattern_search $(T[0 \ldots n-1], S A[0 \ldots n-1], H T[0 \ldots z-1], k, h($.$) ,$ Precondition: $m \geq k \geq 2$
(1) beg, end $\leftarrow L U T_{2}\left[p_{0}, p_{1}\right]$
(2) if end $<$ beg then report no matches; return
(3) $j \leftarrow h(P[0 \ldots k-1])$
(4) repeat
(5) if $H T[j]=N I L$ then report no matches; return
(6) if $(b e g \leq H T[j] . l e f t \leq e n d)$ and $(T[S A[H T[j] . l e f t] \ldots S A[H T[j] . l e f t]+k-1]=P[0 \ldots k-1])$
(7) then binSearch $(P[0 \ldots m-1], H T[j]$.left, $H T[j]$.right $)$; return
(8) $\quad j \leftarrow(j+1) \% z$
(9) until false

## 5 Fixed Block based Compact S

We propose a variant of Mäkinen's compact sı y feature is finding repeating suffix areas of fixed size, e.g maintain a byte aligned data layout, beneficial for speed by setting a natural restriction on one of the key param building bricks to be multiples of 32 bits, which preven

Mäkinen's index was the first opportunistic scheme for compressing a suffix array, that is such that uses less space on compressible texts. The key idea was to exploit runs in the SA, that is, maximal segments $S A[i \ldots i+\ell-1]$ for which there exists another segment $S A[j \ldots j+\ell-1]$, such that $S A[j+s]=S A[i+s]+1$ for all $0 \leq s<\ell$. This structure still allows for binary search, only the accesses to SA cells require local decompression.

FBCSA_build( $S A[0 \ldots n-1], T^{B W T}$, bs, ss)
/* assume $n$ is a multiple of $b s$ */
(01) $\quad \operatorname{arr}_{1} \leftarrow[] ;$ arr $_{2} \leftarrow[]$
(02) $j \leftarrow 0$
(03) repeat
/* current block of the suffix array is $S A[j \ldots j+b s-1]$ */
(04) find 3 most frequent symbols in $T^{B W T}[j \ldots j+b s-1]$ and store them in $M F S[0 \ldots 2]$
/* if there are less than 3 distinct symbols in $T^{B W T}[j \ldots j+b s-1]$, the trailing cells of MFS[0 $\ldots 2]$ are set to NIL) */
(05) $\quad$ for $i \leftarrow 0$ to $b s-1$ do
(06) if $T^{B W T}[j+i]=M F S[0]$ then $\operatorname{arr}_{1}$.append $(00)$
(07) $\quad$ else if $T^{B W T}[j+i]=M F S[1]$ then $\operatorname{arr}_{1}$.append $(01)$
air 2 .append $\left(S A-\left[S A\left(j+\right.\right.\right.$ pos $\left.\left.\left._{0}\right]-1\right]\right)$
(21) $\operatorname{arr}_{1} \cdot \operatorname{append}(a 2 s)$
(22) $j \leftarrow j+b s$
(23) if $j=n$ then break
(24) until false
(25) return $\left(a r r_{1}, a r r_{2}\right)$


The elements appended to $\operatorname{arr}_{1}$ are single bits or pairs of bits while $a r r_{2}$ stores suffix array indexes (32-bit integers).

The construction makes use of the suffix array $S A$ of text $T$, the inverse suffix array $S A^{-1}$ and $T^{B W T}$ (which can be obtained from $T$ and $S A$, that is, $T^{B W T}[i]=$ $T[(S A[i]-1) \bmod n])$.

Additionally, there are two construction-time parameters: block size $b s$ and sampling step ss. The block size tells how many successive $S A$ indexes are encoded together and is assumed to be a multiple of 32 , for int32-alignment of the structure layout. The parameter $s s$ means that every $s s$-th $S A$ index will be represented verbatim. This sampling parameter is a time-space tradeoff; using larger $s s$ reduces the overall space but decoding a particular SA index typically involves more recursive invocations.

Let us describe the encoding procedure for one block, $S A[j \ldots j+b s-1]$, where $j$ is a multiple of $b s$.

First we find the three most frequent symbols in $T^{B W T}[j \ldots j+b s-1]$ and store them (in arbitrary order) in a small helper array $\operatorname{MFS}[0 \ldots 2]$ (line 04). If the current block of $T^{B W T}$ does not contain three different symbols, the NIL value will be written in the last one or two cell(s) of MFS. Then we write information about the symbols from $M F S$ in the current block of $T^{B W T}$ into arr $_{1}$ : we append 2-bit combination ( 00,01 or 10 ) if a given symbol is from $M F S$ and the remaining combination (11) otherwise (lines 05-09). We also store the positions of the first occurrences of the symbols from $M F S$ in the current block of $T^{B W T}$, using the variables $\operatorname{pos}_{0}, \operatorname{pos}_{1}$, $\operatorname{pos}_{2}$ (lines $10-12$ ); again NIL values are used if needed. These positions allow to use links to runs of suffixes preceding subsets of the current ones marked by the respective symbols from MFS.

We believe that a small example will be useful here. Let $b s=8$ and the current block be $S A[400 \ldots 407]$ (note this is a toy example and in the real implementation bs must be a multiple of 32 ). The $S A$ block contains the indexes: 1000, 522, 801, 303, 906, 477, 52, 610. Let their preceding symbols (from $T^{B W T}$ ) be: $a, b, a, c, d, d$, $b, b$. The three most frequent symbols, written to MFS, are thus: $b, a, d$. The first occurrences of these symbols are at positions: 401, 400 and 404, respectively (that is, $400+\operatorname{pos}_{0}=401$, etc.). The $S A$ offsets: $521(=522-1), 999(=1000-1)$ and $905(=906-1)$ will be linked to the current block. We conclude that the preceding groups of suffix offsets are: $[521,522,523]$ (as there are three symbols $b$ in the current block of $\left.T^{B W T}\right),[999,1000]$ and $[905,906]$.

We come back to the pseudocode. The described (up to three) links are obtained thanks to $S A^{-1}$ (lines 14-16) and are written to $\operatorname{arr}_{2}$. Finally, the offsets of the suffixes preceded with a symbol not from $\operatorname{MFS}$ (if any) have to be written to $\operatorname{arr}_{2}$ explicitly. Additionally, the sampled suffixes (i.e., those whose offset modulo $s s$ is 0 ) are handled in the same way (line 18). To distinguish between referrentially encoded and explicitly written suffix offsets, we spent a bit per suffix and append them to $\operatorname{arr}_{1}$ (lines 19-20). To allow for easy synchronization between the portions of data in arr $_{1}$ and $a r r_{2}$, the size of $\operatorname{arr_{2}}$ (in bytes) as it was before processing the current block is written to $\operatorname{arr}_{1}$ (line 21).

## 6 Experimental results

All experiments were run on a laptop computer with an Intel i3 2.1 GHz CPU, equipped with 8 GB of DDR3 RAM and running Windows 7 Home Premium


In the first experiment we compared pattern search (count) speed using the following indexes:

- plain suffix array (SA),
- suffix array with a lookup table over the first 2 symbols (SA-LUT2),
- suffix array with a lookup table over the first 3 symbols (SA-LUT3),
- the proposed suffix array with deep buckets, with hashing the prefixes of length $k=8$ (only for dna $k=12$ and for proteins $k=5$ is used); the load factor $\alpha$ in the hash table was set to $50 \%$ (SA-hash),
- the proposed fixed block based compact suffix array with parameters $b s=32$ and $s s=5(\mathrm{FBCSA})$,
- FBCSA (parameters as before) with a lookup table over the first 2 symbols (FBCSA-LUT2),
- FBCSA (parameters as before) with a lookup table over the first 3 symbols (FBCSA-LUT3),
- FBCSA (parameters as Enefixes of lenoth $k=8$ (only for dna $k=12$ and for prot $\quad$ sh table was set to $50 \%$ (FBCSA-has
The results are present among the tested ones. The achieved speedups, where $t$ denoted with 1.00.

|  | dna | english | prote |  | xml |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=16$ |  |  |  |  |  |  |
| SA | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |  |
| SA-LUT2 | 1.13 | 1.34 | 1.36 | 1.43 | 1.35 |  |
| SA-LUT3 | 1.17 | 1.49 | 1.61 | 1.65 | 1.47 |  |
| SA-hash | 3.75 | 2.88 | 2.70 | 2.90 | 2.03 |  |
| $m=64$ |  |  |  |  |  |  |
| SA | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |  |
| SA-LUT2 | 1.12 | 1.33 | 1.34 | 1.42 | 1.34 |  |
| SA-LUT3 | 1.17 | 1.49 | 1.58 | 1.64 | 1.44 |  |
| SA-hash | 3.81 | 2.87 | 2.62 | 2.75 | 1.79 |  |

Table 1. Speedups with regard to the search speed of the plain suffix array, for the five datasets and pattern lengths $m=16$ and $m=64$

The SA-hash index has two drawbacks: it requires significantly more space than the standard SA and we assume (at construction time) a minimal pattern length $m_{\text {min }}$. The latter issue may be eliminated, but for the price of even more space use; namely,



Figure 4. Pattern search time (count query). All times are averages over 500K random patterns of the same length $m=\left\{m_{\text {min }}, 16,32,64\right\}$, where $m_{\text {min }}$ is 8 for most datasets except for dna (12) and proteins (5). The patterns were extracted from the respective texts.
we can build one hash table for each pattern length from 1 to $m_{\text {min }}$ (counting queries for those short patterns do not ever need to perform binary search over the suffix array). For the sho $\{1,2,3\})$ lookup tables may be alternatively used.

We have not memory use for ea $q$-grams for $q \leq m$

T" variant, but it is easy to estimate the one needs to know the number of distinct

| $q$ |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | rroteins | sources | xml |
| 1 |  |  | 25 | 230 | 96 |
| 2 |  |  | 607 | 9,525 | 7,054 |
| 3 | 0,222 | 589,000 | 11,607 | 253,831 | 141,783 |
| 4 | 5,892 | $2,150,525$ | $3,624,132$ | $1,719,381$ | $5,252,826$ |
| 5 | 12,804 | $5,566,993$ | $36,525,895$ | $10,669,627$ | $5,716,435,438$ |
| 6 | 28,473 | $11,599,445$ | $94,488,651$ | $17,826,241$ | $8,957,209$ |
| 7 | 80,397 | $20,782,043$ | $112,880,347$ | $26,325,724$ | $12,534,152$ |
| 8 | 279,680 | $33,143,032$ | $117,199,335$ | $35,666,486$ | $16,212,609$ |
| 9 | $1,065,613$ | $48,061,001$ | $119,518,691$ | $45,354,280$ | $20,018,262$ |

Table 2. The number of distinct $q$-grams ( $1 \ldots 10$ ) in the datasets. The number of distinct 12 -grams for dna is $13,752,341$.

The number of bytes for one hash table with $z$ entries and $0<\alpha \leq 1$ load factor is, in our implementation, $z \times 8 \times(1 / \alpha)$, since each entry contains two 4 -byte integers. For example, in our experiment $332,512,688$ bytes, i.e., $158.6 \%$

An obvious idea to reduce tl ing its load factor $\alpha$. The searc several values of $\alpha$ on two datas a reasonable alternative to $\alpha=$ $10 \%$.

|  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  | 25 |  |  |  |  |  |

Table 3. A

(in $\mu \mathrm{s}$ ) in function of the HT load factor $\alpha$ for the SA-hash algorithm

Finall
the overall space use for the four non-compact SA variants: implemen each $k \in$ (including
-LUT3 and SA-hash, plus SA-allHT, which is a (not ng a suffix array, a LUT2 and one hash table for pace is expressed as a multiple of the text length $n$ xample 5.000 for the plain suffix array. We note that
the lookup table structures become a relatively smaller fraction when larger texts are indexed. For the variants with hash tables we take two load factors: $50 \%$ and $80 \%$.

|  | dna | english | proteins | sources | xml |
| :--- | ---: | ---: | ---: | ---: | ---: |
| SA | 5.000 | 5.000 | 5.000 | 5.000 | 5.000 |
| SA-LUT2 | 5.001 | 5.001 | 5.001 | 5.001 | 5.001 |
| SA-LUT3 | 5.321 | 5.321 | 5.321 | 5.321 | 5.321 |
| SA-hash-50 | 6.050 | 6.587 | 5.278 | 7.010 | 5.958 |
| SA-hash-80 | 5.657 | 5.992 | 5.174 | 6.257 | 5.600 |
| SA-allHT-50 | 6.472 | 8.114 | 5.296 | 9.736 | 7.353 |
| SA-allHT-80 | 5.920 | 6.947 | 5.185 | 7.960 | 4 |

Table 4. Space use for the non-compact data structures as a multiple of th (including the text), with the assumption that text symbols are represented in offsets are represented in 4 bytes. The value of $m_{\text {min }}$ for SA-hash- 50 and SA-h construction of these structures and affecting their size, is like in the experimen index SA-allHT-* contains one hash table for each $k \in\left\{3,4, \ldots, m_{\text {min }}\right\}$, when $m$ current dataset, as explained. The -50 and -80 suffixes in the structure names d factors (in percent).

In the next set of experiments we evaluated the FBCSA index. Its properties of interest, for various block size ( $b s$ ) and sampling step he space use, pattern search times, times to access (extract) times to access (extract) multiple consecutive SA cells. For $t \quad$ and 64. The $s s$ was tested in a wider range ( $3,5,8,16,32$ ). in better compression but decoding a cell is also slightly slowe


Figure 5. FBCSA index sizes and cell access times with varying ss parameter (3, 5, 8, 16, 32). The parameter bs was set to 32 (left figures) or 64 (right figures). The times are averages over 10M random cell accesses.

Unfortunately, our tests we to adapt other competiti comparison with the resu few times faster in single (augmented with a comp: suffix array) and L c consecutive cells MakCSA and LCS growth is slower tl offsets in a typical our index is still cc





Figure 6. FBCSA, extraction time for $c=5$ (top figures) and $c=10$ (bottom figures) consecutive cells, with varying ss parameter $(3,5,8,16,32)$. The parameter $b s$ was set to 32 (left figures) or 64 (right figures). The times are averages over 1 M random cell run extractions.

## 7 Conclusions

We presented two simple full-text indexes. One, called SA-hash, speeds up standard suffix array searches with reducing significantly the initial search range, thanks to a hash table storing range boundaries of all intervals sharing a prefix of a specified length. Despite its simplicity, we are not aware of such use of hashing in exact pattern matching, and the approximately 3 -fold speedups compared to a standard SA may be worth the extra space in many applications.

The other pres to Mäkinen's con provides int32 ali but not competit

Several aspect scheme collisions
compact variant of the suffix array, related tion works on blocks of fixed size, which is index is rather fast in single cell access, nsecutive cells are to be extr: kes requires further study. In rated with using perfect hash hashing. This should also reduce the overall space use. In case of $p$. standard suffix array component may be replaced with a suffix array with possibly new interesting space-time tradeoffs. The idea of deep be incorporated into some compressed indexes, e.g., to save on the set mapping steps in the FM-index.
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