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Abstract. The problem of order-preserving matching is to find all substrings in the
text which have the same relative order and length as the pattern. Several online and
one offline solution were earlier proposed for the problem. In this paper, we introduce
three new solutions based on filtration. The two online solutions rest on the SIMD
(Single Instruction Multiple Data) architecture and the offline solution is based on
the FM-index scheme. The online solutions are implemented using two different SIMD
instruction sets, SSE (streaming SIMD extensions) and AVX (Advanced Vector Exten-
sions). Our main emphasis is on the practical efficiency of algorithms. Therefore, we
show with practical experiments that our new solutions are faster than the previous
solutions.
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1 Introduction

The string matching problem [26] of finding all occurrences of a pattern string P of
length m in a text string T of length n is one of the classical problems in computer
science. Over the last few decades, there has been active development in the field
of string matching. One string problem is to locate all the substrings in the text T
which have the same relative order and length as the pattern P . This problem is
known as order-preserving matching [1,4,7,8,21,23]. It has applications in time series
studies [20] such as the analysis of development of share prices in a stock market.

In classical string matching, the text T and the pattern P are strings of characters.
In order-preserving matching, T and P are strings of numbers. The term relative order
means the numerical order of the numbers in the string. In P = (35, 42, 29, 24, 32, 40),
number 24 is the smallest number of the pattern, 29 is the second smallest and so
on. Therefore, the relative order of P is 4, 6, 2, 1, 3, 5. The aim of order-preserving
matching is to find all the substrings in T which have the same length and relative
order as P . It can be observed that the relative order of the substring at location 4
of text T = (10, 18, 22, 30, 39, 15, 12, 20, 35, 24, 32), matches that of the pattern P as
shown in Fig. 1, where indexing of T starts from zero.

Several online [1,4,8,21,23] and one offline solution [6] have been proposed for
order-preserving matching. Kubica et al. [23] proposed the first online solution based
on the Knuth–Morris–Pratt algorithm (KMP) [22]. The second solution was put for-
ward by Kim et al. [21] which also rested on the KMP algorithm. Both the solutions
were linear. Later, Cho et al. [4] introduced a solution based on the Boyer–Moore–
Horspool (BMH) algorithm [17] and it was the first practical sublinear average-case
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Figure 1. Example of order preserving matching.

solution of the problem. At the same time, Belazzougui et al. [1] derived an optimal
algorithm which is sublinear on average. Independently, Chhabra and Tarhio [8] pre-
sented another sublinear average-case solution based on filtration and it was shown
to be faster in practice than the previous solutions. In the upcoming sections of the
paper, we will refer to this solution as OPMF, short for order-preserving matching
with filtration. In addition, Crochemore et al. [6] proposed an offline solution based
on indexing.

In this paper, we will introduce two new online solutions utilizing the SIMD
(single instruction, multiple data) architecture [19] and one offline solution based on
the FM-index [14]. The online solutions use specialized packed string instructions with
a low latency and throughput and turned out to be clearly faster than the previous
online solutions. The OPMF algorithm is based on computing a transformed pattern
and text by creating their respective bitmaps where a 1 bit means the successive
element is greater than the current one and a 0 bit means the opposite. In the online
solutions, we aim to perform this transformation quickly with SSE4.2 (streaming
SIMD extensions) and AVX (Advanced Vector Extensions) instructions. In the offline
solution, the computed bitmap of the text is stored in the compressed form via the
FM-index scheme. The transformed pattern is then searched in the FM-index to
get potential matches which are then verified. Our main emphasis is on the practical
efficiency of algorithms. Therefore, we compared our new solutions with OPMF which
was proven to be the fastest practical solution so far. Our experiments show that at
least one of our new online solutions is in most cases faster than the original OPMF.
And the indexing solution was the most efficient as one may expect.

The paper is organized as follows. Section 2 presents the background, Section 3
describes the problem definition, Section 4 outlines the previous solutions for the
order-preserving matching, Section 5 introduces our solution based on filtration, Sec-
tion 6 interprets the analysis of the solution, Section 7 presents the results of practical
experiments, and Section 8 concludes the article.
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2 Background

Our new online solutions apply filtration and the SIMD instruction set architec-
ture [19]. These instructions were originally developed for multimedia but are recently
employed for pattern matching. The general trend in the last decades for speeding up
string matching algorithms has been based on the word-RAM model, where in prac-
tice several operations on items occupying a single word are assumed to be achieved
in constant time. In that context, the advance of the SIMD technology gave rise to
packed string matching [2], where one can assume several consecutive symbols of the
underlying text are packed into a single register, and there exist special instructions
on those special registers to operate on those items individually. The SIMD instruc-
tions were used to create a filter while searching for single long patterns in [24]. The
filtration code was listed among the best performing 11 pattern matching algorithms
in a recent survey [13]. The same idea was deployed for multiple string matching [11],
and then extended to also cover short patterns [12,10]. Ladra et al. [16] investigated
the benefits of using SIMD instructions on compressed data structures, mainly on
rank/select operations, and analyzed the BMH algorithm [17] as a case study. Our
results in this paper show that SIMD instructions can also be very efficient in order-
preserving pattern matching as well.

The SIMD architecture [19] allows the execution of multiple data on single instruc-
tion. SSE (streaming SIMD extensions) [19,29] is a family of SIMD instruction sets
supported by modern processors. Intel added sixteen new 128-bit registers known as
XMM0 through XMM15. However, the registers XMM7–XMM15 are only accessible
in the 64-bit operating mode. As the registers are 128 bits long, four floating point
numbers could be handled at the same time (a single precision floating point number
is considered 32 bits long), thereby providing important speedups in algorithms. Fur-
thermore, the functionality provided by SSE instructions was extended by Intel AVX
(Advanced Vector Extensions) [29]. It provides support for 256-bit registers known
as YMM0 through YMM15. As with SSE, in AVX also the registers YMM7–YMM15
are only accessible in the 64-bit operating mode. As the registers have been extended
from 128 bits to 256 bits, hence eight floating point numbers could be managed si-
multaneously, thereby rendering substantial performance gain. Dedicated data types
are utilized in SIMD programming. In SSE4.2, we have the following data types:

– m128: four 32-bit floating point values
– m128d: two 64-bit floating point values
– m128i: 16/8/4/2 integer values, depending on the size of the integers

The similar data types are available in AVX but the length of registers is 256. These
vector data types are defined in separate header files depending on the type of in-
struction set architecture. To perform a task, we have different intrinsic functions.
The name of the function starts with mm. After that follows the name describing the
operation. The next character specifies whether the operation is on a packed vector
or on a scalar value: p stands for packed and s for scalar operation. The last charac-
ter relates to single precision or double precision floating point values. For example,
mm cmpgt ps is a function for comparing two values.

The offline solution rests on the FM-index scheme [14]. Ferragina and Manzini [14]
proposed that if the Burrows-Wheeler transform [3] is coupled with another data
structure, namely Suffix Arrays (SA) [25], we get a space efficient index which is a
sort of compressed suffix array called the FM-index. It can be used to count efficiently
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the occurrences of a pattern in the compressed text and to determine the locations
of each pattern in the text.

3 Problem definition

Problem definition. Two strings u and v of the same length over Σ are called order-
isomorphic [23], written u ≈ v, if

ui ≤ uj ⇔ vi ≤ vj for 1 ≤ i, j ≤ |u|.

In the order-preserving pattern matching problem, we want to locate all the substrings
in the text T which are order-isomorphic with the pattern P .

In the example of Section 1, the substring w = (30, 39, 15, 12, 20, 35) of T is order-
isomorphic with pattern P = (35, 42, 29, 24, 32, 40) as can also be seen in Fig. 1.

4 Previous solutions

This section describes the previous solutions formulated for the order-preserving
matching problem. First of all we explain the online solutions given so far. The first
solution was presented by Kubica et al. [23] based on Knuth–Morris–Pratt algorithm
(KMP) [22]. In this approach the fail function in the KMP algorithm was modified
to compute the order-borders table. With this table one can find out in linear time if
the text contains substring with the same relative order as that of the pattern.

The second solution to the problem was given by Kim et al. [21] and was grounded
on the prefix representation. It is based on finding the rank of each number in the
prefix. They used the dynamic order statistic tree as the data structure and the
text is searched using the KMP-order-matcher function. The total time complexity is
O(n logm). This approach was then enhanced using the nearest neighbor representa-
tion. Thereafter, the total time complexity is O(n+m logm).

However, Cho et al. [4] provided a solution based on the BMH approach [17]. They
applied the variant of BMH algorithm built on q-gram. This was the first practical
sublinear solution of the problem. The time complexity in the worst case is O(mn).
Later on, they also developed a version which is linear in the worst case [5], but that
is in practice a bit slower than the original one.

The algorithm by Belazzougui et al. [1] is optimal sublinear. They viewed the
problem in a slightly different way: T is a permutation of 1, . . . , n and P consists of
m distinct integers of [1, n]. They constructed a forward search automaton working
in O(m2 log logm+n) time which is too large for long patterns. With a Morris-Pratt
representation of the forward automaton, they accieved O(m log logm + n) search
time. Furthermore, the automaton was extended to accept a set of patterns. Besides
these linear solutions, they presented a sublinear average case algorithm. Firstly, a
tree is constructed of all isomorphic order factors of P by inserting factors one at
a time. Thereafter search is performed along the text through a window of size m.
The construction time of the tree is O( m logm

log logm
) and average-case time complexity is

O( n logm
m log logm

). However, there exists no implementation of this algorithm so far.

Another sublinear average-case solution is OPMF [8]. The solution consisted of
two phases: filtration and verification. In filtration, the pattern P and the text T
are transformed to P ′ and T ′ by creating their respective bitmaps such that a 1 bit
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means the successive element is greater than the current one, and a 0 bit means
otherwise. The text is transformed incrementally online in order to be able to skip
characters. Any (sublinear) exact string matching is then applied to filter out the
text. As a result, we get match candidates, which are then verified using a checking
function. In addition to exact order-preserving matching, the same filtration method
can also be applied to approximate order-preserving matching [7] and to multiple
order-preserving matching [28].

Lastly, let us consider the offline solution by Crochemore et al. [6]. This approach
is grounded on the construction of an index that handles the queries in linear time
with respect to the length of the pattern. The index is based on the incomplete
suffix tree and its construction takes O(n log log n) time. They extended their work
to complete order-preserving suffix trees and showed how these can be constructed in
O(n log n/ log log n) time. There exists no practical implementation of this algorithm.

5 Our solutions

We propose two online and one offline solutions for order preserving matching. The
online solutions utilize the SIMD architecture [19]. The first online solution employs
the SSE4.2 instruction set architecture and the second solution utilizes the AVX
instruction set architecture.

Online solution using SSE4.2

In the OPMF algorithm, the pattern P is transformed into P ′ and the text T is
transformed incrementally to T ′. We aim to perform the online transformation faster
than in OPMF. This solution for order-preserving matching consists of two parts:
filtration and verification. First the text is filtered and then the match candidates are
verified using a checking routine.

Filtration using SSE4.2. Assume that we have 32 bits long floating point numbers
and the processor has SSE4.2 support. The preprocessing of the pattern consists of
two parts. First a bit mask, which is the reverse of P ′, is formed and after that
a shift table is constructed based on the mask. For the bit mask, the consecutive
numbers in the pattern P = p0p1 · · · pm−1 are compared pairwise, (p0 > p1)(p1 >
p2)(p2 > p3) · · · (pm−2 > pm−1). This can be achieved by creating mm128 type
pointers ptr1 and ptr2 pointing to p0 and p1 respectively. Furthermore, we use the
PCMPGT instruction ( mm cmpgt ps()) to compare ptr1 with ptr2 to compute
(p0 > p1)(p1 > p2)(p2 > p3)(p3 > p4) in parallel. It compares the packed single-
precision floating-point values in the source operand (the second operand) and the
destination operand (the first operand) and returns the results of the comparison to
the destination operand. The result of this instruction is 128 bits long. Additionally,
we use the MOVMSK instruction ( mm128 movemask ps()) which extracts the most
significant bits from the packed single-precision floating-point value in the source
operand. The reverse of the result is stored in the four low-order bits of the destination
operand. The upper bits of the destination operand are filled with zeros. The result
will be the bit mask mask. Alg. 1 shows how the transformation of the pattern P into
mask can be carried out rapidly.

Since SSE4.2 allows four numbers to be compared in parallel, we apply binary 4-
grams and set the size of the shift table delta to 16 (=24). The construction algorithm
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Preprocessing(mask)
for (i = 0; i < 16; i++)

delta[i]=m-1

k = (mask<<3) & 0xf;

for (i = 0; i < 8 ; i++)

delta[k+i]=m-2

k = (mask<<2) & 0xf;

for (i = 0; i < 4 ; i++)

delta[k+i]=m-3

k = (mask<<1) & 0xf;

for (i = 0; i < 2 ; i++)

delta[k+i]=m-4

for (i = 0; i < m-4 ; i++)

delta[(mask>>i) & 0xf] = m-i-5

Search(Text, delta)
i=m-5;

while i<n do

k=1

while k>0 do

k = delta[simd-comp(ti,ti+1,4)]

i = i+k

for (j=i-m+5; j<i; j+=4)

z = simd-comp(tj,tj+1,4)

if (z != ((mask>>(j-i+m-5)) & 0xf))

then goto out

verify occurrence

out: i = i+1

Figure 2. The Preprocessing and Search phases.

for delta is shown in the left-hand side of Fig. 2. The computation of the parameter
mask is explained above. The entry delta[x] is zero if x is the reverse of the last 4-
gram of P ′. The entries of the table are initialized to m − 1. Thereafter, the entries
are updated according to the preprocessing algorithm of Fig. 2. Fig. 3 shows how the
shift table is formed for the pattern P of Fig. 1. At the end, entry 12 is zero. This
means that 12 = 1100 is the reverse of the last 4-gram of P ′.

Algorithm 1 (Transformation of pattern into bitmap)
mask = 0

for (i = 0; i < (m-1); i=i+4)

x ptr = mm loadu ps(pattern+i+1)

y ptr = mm loadu ps(pattern+i)

mask = mask | mm movemask ps( mm cmpgt ps(x ptr, y ptr)) << i

The search algorithm shown in the right-hand side of Fig. 2 is a variation of the
BMH algorithm [17,27] utilizing 4-grams. Inside the main loop there are two loops.
The first loop searches for occurrences of the last 4-gram of P ′ by using the shift
table delta. The tested 4-gram is formed online with SIMD instructions in the same
way as used for the pattern. The numbers are compared in parallel using PCMPGT
instruction explained above (simd-comp in Fig. 2). The second loop checks whether a
complete occurrence of P ′ is found. If an occurrence of P ′ is found, the corresponding
part of T is verified. The search algorithm uses a copy of the pattern as a sentinel
(not shown in Fig. 2) to be able to recognize the end of input.

As each occurrence of P ′ in T ′ is only a match candidate, it should be verified.
In simple words, for instance, if P = (15, 18, 20, 16) and T = (2, 4, 6, 1, 5, 3) then the
transformed pattern P ′ and T ′ are 110 and 110101 respectively where 1 indicates
increase and 0 indicates the opposite. The match candidate of P ′ at location 0 of
T ′ needs to be verified because though P ′ appears in T ′, the relative order of the
numbers is 0,2,3,1 in the pattern and 1,2,3,0 in the text. Therefore P ′ is only a match
candidate.

Verification. The verification process is the same as in OPMF. In the preprocessing
phase, the numbers of the pattern P = p0p1 · · · pm−1 are sorted. As a result, we
obtain an auxiliary table r: pr[i] ≤ pr[j] holds for each pair i < j and pr[0] is the
smallest number in P . The potential candidates obtained from the filtration phase
are traversed in accordance with the table r. If the candidate starts from tj in T , the
first comparison is done between tj+r[0] and tj+r[1].
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delta[0000] ← 5
delta[0001] ← 5
delta[0010] ← 5 ← 2
delta[0011] ← 5 ← 2
delta[0100] ← 5 ← 3
delta[0101] ← 5 ← 3
delta[0110] ← 5 ← 3
delta[0111] ← 5 ← 3
delta[1000] ← 5 ← 4
delta[1001] ← 5 ← 4 ← 1
delta[1010] ← 5 ← 4
delta[1011] ← 5 ← 4
delta[1100] ← 5 ← 4 ← 0
delta[1101] ← 5 ← 4
delta[1110] ← 5 ← 4
delta[1111] ← 5 ← 4

Figure 3. Computation of the shift table for mask = 11001 for P ′ = 10011.

Online solution using AVX

This is similar to the above solution with a few exceptions. The difference is in the
comparison of numbers and in computation of the shift function. Instead of four
numbers, eight floating point numbers are compared at a stretch. The comparison in-
struction is mm256 cmp ps(), which requires three operands. The predicate operand
(the third operand) specifies the type of comparison to be performed on each of the
pairs of packed values.

Offline Solution

This solution also enumerates the bitmaps but they are stored in the compressed form
via the FM-index. In this case, when a pattern is queried, we just extract the possible
candidate positions from the index, and then apply naive check. It also consists of
two parts: filtration and verification.

Filtration. In the preprocessing phase, the consecutive numbers in the pattern P =
p0p1 · · · pm−1 are compared pairwise and the pattern P is transformed into a bitmap
P ′ in the same way as in OPMF. The text is also encoded and an FM-index is created
of the encoded text. Alg. 2 below shows how the encoded text is stored in the form
of FM-index. Thereafter, the occurrences of transformed pattern P ′ are found within
the compressed text. As an occurrence of P ′ is only a potential match candidate, it
should be verified with a checking routine.

Note. It was thought that there might be an inefficiency in the FM-index for a bit
string. It is because the FM-index uses a wavelet tree, and it would be useless in the
case of a binary text. So a modified FM-index without a wavelet tree might be more
efficient. Therefore we implemented another FM-index without a wavelet tree. To
keep the FM-index compressed, the Burrows-Wheeler transform of the bit-string was
computed and was compressed via rank and select dictionaries, and then the backward
search on the compressed bit string was implemented via rank/select queries. But we
observed that this approach was slower than the standard one.

Verification. The verification process is the same as in the online solution because
once we get the potential matches they are verified using the same checking function.
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Algorithm 2 (FM-index)
std::string str((char *) & text[0], n);

construct im(fm index, str.c str(), 1);

matches=count(fm index, (const char*)P’);

auto locations=locate(fm index, (const char*)P’);

6 Analysis

Let us assume that the numbers in P = p0p1 · · · pm−1 and T = t0t1 · · · tn−1 are
integers and they are statistically independent of each other and the distribution
of numbers is discrete uniform. Let P ′ and T ′ be the corresponding bitmaps for
filtration. In case of online solutions using SIMD, the analysis is similar to the analysis
of the original OPMF algorithm. It is obvious that our SIMD search algorithms are
sublinear on average, because the search algorithm based on BMH is sublinear on
average. The verification time approaches zero when m grows, and the filtration time
dominates. When filtering the text T , it is encoded incrementally online in order to
skip characters, and the solution as a whole becomes sublinear on average. In the
worst case, the total algorithm requires O(nm) time, if for example P ′ is 1m−1 and
T ′ is 1n−1. The preprocessing phase requires O(m logm) due to sorting of the pattern
positions. See the analysis of OPMF [8] for more details.

In the case of the offline solution using the FM-index, the verification time also
approaches zero when m grows and the filtration time dominates. During the prepro-
cessing phase, the text T ′ is compressed and stored via the FM-index. The operation
count takes a pattern P ′ and returns the number of occurrences of that pattern in
the text T ′. It can count all matching positions in O(m) time. The operation lo-
cate finds the locations of all the occurrences (occ) of the pattern P ′ in T ′ in time
O(m+ occ logǫ n). However, in the worst case, this solution also requires O(nm) time
because checking a match candidate takes O(m) time.

7 Experiments

The tests were run on Intel 2.70 GHz i7 processor with 16 GB of memory. All the
algorithms were implemented in C and run in the testing framework of Hume and
Sunday [18]. In case of offline solution, the FM-index was implemented using the sdsl
library [15].

We tested our algorithms on ten different data sets. Of all the results, we present
the results on three texts: a random text and two real texts. The random data [20]
is 320 MB long. The real data comprised of time series of the Dow Jones index and
feature data [20]. The Dow Jones data consisted of 15,128 integers and feature data is
198 MB long. The patterns were randomly picked from the text. We had eight sets of
300 patterns in case of random and feature data set with lengths 5, 9, 10, 12, 15, 18, 20
and 25 and five sets of 300 patterns with lengths 5, 10, 15, 20 and 25 in case of Dow
Jones data. Each test was repeated nine times.

We compared our new solutions with our earlier OPMF solutions [9] based on the
SBNDM2 and SBNDM4 algorithms. Because the latter solutions were faster than the
other old solutions in the tests of [9], we do not present results for other methods.
Tables 1 and 2 show the average execution times of the algorithms for a set of 300
patterns for random and feature data in seconds, respectively, whereas table 3 depicts
the average execution times of the algorithms for a set of 300 patterns for Dow Jones
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data in 10 of milliseconds. In addition, graphs on times for random data are shown in
Fig. 4 respectively. In the tables given below, SBNDM2 represents the OPM algorithm
based on SBNDM2 filtration, SBNDM4 represents the OPM algorithm based on
SBNDM4 filtration, SSE represents the online solution based on SSE4.2 instruction
set, AVX represents the online solution based on AVX instruction set and FM-INDEX
represents the offline solution based on the FM index.

m SBNDM2 SBNDM4 SSE AVX FM-INDEX
5 18.44 22.56 12.26 — 405.53
9 15.96 13.34 8.71 9.06 31.53
10 13.99 12.21 7.98 7.37 14.01
12 11.56 10.66 7.07 5.69 3.14
15 9.07 8.80 6.35 4.59 0.39
18 7.52 7.34 5.92 4.10 0.05
20 6.85 6.69 5.82 3.87 0.01
25 5.59 5.40 5.44 3.59 0.00

Table 1. Execution times of algorithms in seconds for random data

m SBNDM2 SBNDM4 SSE AVX FM-INDEX
5 16.92 20.28 12.33 —– 306.26
9 9.41 8.02 5.37 5.63 21.29
10 8.26 7.32 4.86 4.58 8.52
12 6.93 6.53 4.29 3.48 3.16
15 5.42 5.27 3.80 2.81 0.32
18 4.52 4.43 3.62 2.52 0.11
20 4.06 4.30 3.45 2.36 0.04
25 3.28 3.29 3.29 2.17 0.02

Table 2. Execution time of algorithms in seconds for feature data

m SBNDM2 SBNDM4 SSE AVX FM-INDEX
5 1.14 1.49 0.83 —– 14.17
10 0.49 0.31 0.36 0.45 0.41
15 0.29 0.16 0.34 0.22 0.04
20 0.18 0.14 0.28 0.21 0.03
25 0.12 0.12 0.23 0.10 0.04

Table 3. Execution times of algorithms in 10 of milliseconds for Dow Jones data

From Tables 1, 2, and 3, it can be clearly seen that our solutions based on the
FM-index, SSE4.2 and AVX are the fastest depending on the value of m. Irrespective
of the data, the solution based on SSE4.2 is the fastest for m = 5. In case of random
and feature data, as the value of m reaches 10, the AVX solution becomes the fastest.
However, when m is greater than or equal to 12, the FM-index based solution is the
fastest. And as the value of m reaches 25, the execution time of FM-index based
solution approaches zero. However, in the case of Dow Jones data, the FM-index
based solution is the fastest as the value of m reaches 10.

The construction times of the FM-index for our Dow Jones and random texts were
0.07 and 3.2 seconds, respectively.
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Figure 4. Execution times of algorithms for random data

8 Concluding remarks

We pioneered two online and one offline solution for the order-preserving matching
problem. The online solutions are based on SIMD which improves the execution time
substantially in most cases. The SIMD architecture requires careful redesigning of
an algorithm, and the outcome is not necessarily efficient for an arbitrary string
matching problem. The offline solution, which is based on the FM-index, is superior
for long patterns. However, the search algorithm of the offline solution was slower
than we expected for short patterns. We have proved with practical experiments that
our solutions are competitive with the previous solutions.
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