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Abstract. In this talk, we introduce our recent data structure for longest common extension (LCE) queries on grammar-compressed strings. Our preprocessing input is a straight-line program (SLP) of size $n$ describing a string $w$ of length $N$, which is essentially a CFG in the Chomsky normal form generating only $w$. We can preprocess the input SLP in $O(n \log \log n \log N \log^* N)$ time so that later, given two variables and two positions in the strings derived by the variables, we can answer the corresponding LCE query in $O(\log N \log^* N)$ time. Our LCE data structure requires $O(z \log N \log^* N)$ words of space, where $z$ is the size of the Lempel-Ziv 77 factorization of $w$. We also show several applications of our LCE data structure on SLPs.

1 Longest common extension (LCE) problem

The longest common extension (LCE) problem is to compute the length of the longest common prefix of two query suffixes of a string. More formally, the problem is defined as follows: Preprocess an input string $w$ so that later, given a query pair $(i, j)$ of positions on $w$, we can quickly answer the length $\ell$ of the longest common prefix of $w[i..|w|]$ and $w[j..|w|]$. The LCE problem often appears as important subproblems of various kinds of string processing problems, e.g., computing gapped palindromes [15] and gapped repeats [16], approximate pattern matching [4], computing runs [5], etc.

Let $N$ denote the length of an input string $w$. It is well known that after preprocessing the string $w$ in $O(N)$ time and with $O(N)$ words of space (or $O(N \omega)$ bits of space, if $\omega$ is the machine word size), the LCE of any two query suffixes can be computed in $O(1)$ time, by applying a lowest common ancestor data structure [11,23,6] to the suffix tree of $w$ [24,10]. The $O(N)$-word space usage, however, can be problematic for massively long strings, and hence, a great deal of effort has been put towards developing more space-efficient LCE data structures.

2 LCE problem on grammar-compressed strings

In this research, we consider the LCE problem on grammar compressed strings which are represented by straight-line programs (SLPs). An SLP for a string $w$ is a context-free grammar in the Chomsky normal form which derives only $w$. Let $V = X_1, \ldots, X_n$ be the sequence of $n$ variables of an SLP $S$ which represents a string $w$ of length $N$, where $X_n$ is the last variable deriving $w$. The number $n$ of variables is called the size of the SLP $S$. We assume that $V$ has no redundant variables, i.e., each $X_u$ in $V$ appears at least once in the derivation tree of $X_n$. On this assumption, $n \leq N$ always holds, and hence, any SLP is asymptotically never larger than the original string. Also, since every internal node of the derivation tree of any SLP has exactly
two children, \( \log_2 N \leq n \) holds. Indeed, SLPs are capable of exponential compression for some instances, i.e., the sizes of SLPs for highly repetitive strings can be as small as \( \Theta(\log N) \).

We consider the LCE problem on SLPs in the context of compressed string processing (CSP) \cite{Bille:2008}. We assume that the string \( w \) is stored as an SLP \( \mathcal{S} \), and \( \mathcal{S} \) is given to us as an input for preprocessing. The task is to build a data structure which: (1) supports efficient LCE queries on any pair of variables of \( \mathcal{S} \). Namely, given a query quartet \((u, v, i, j)\), we are to compute the longest common prefix of \( \text{val}(X_u)[i..\text{val}(X_u)[j]] \) and \( \text{val}(X_v)[j..\text{val}(X_v)[i]] \), where \( \text{val}(\cdot) \) denotes the string derived by the variable; (2) requires \( n^{O(1)} \) space; and (3) can be constructed in \( n^{O(1)} \) time. LCE data structures with properties (1)-(3) are of great significance, when the original string \( w \) is highly compressible. In particular, when \( N \) is as large as \( \Theta(2^n) \), such LCE data structures on SLPs achieve exponential space-saving w.r.t. the uncompressed counterparts. Note that no algorithms which explicitly decompress the input SLP can achieve (3), since the length \( N \) of the original uncompressed string \( w \) can be as large as \( \Theta(2^n) \).

A folklore LCE algorithm on SLPs is the following: Precompute the length of the decompressed string \( \text{val}(X_u) \) for every variable \( X_u \) in \( \mathcal{V} \). This can be done in \( O(n) \) total time in a simple bottom-up manner, and all the lengths can be stored with \( O(n) \) words of total space (assuming the machine word size \( \omega \) is at least \( \log_2 N \)). Then, we can simulate a traversal from the root to each leaf of the derivation tree of each variable \( X_u \) in \( O(h) \) time, where \( h \) is the height of the last variable \( X_n \). Thus, LCE query \((u, v, i, j)\) on an input SLP can be answered in \( O(h\ell) \) time, where \( \ell \) is the answer (LCE length) to the query. Note that \( \log_2 N \leq h \leq n \) always holds, and that the answer \( \ell \) can be as large as \( O(N) \).

Karpinski et al. \cite{Karpinski:2007} showed the first non-trivial LCE data structure on SLPs which requires \( O(n^3) \) words of space and answers LCE queries of limited form \((u, v, i, 1)\) in \( O(n \log n) \) time. Their data structure can be constructed in \( O(n^4 \log n) \) time. Miyazaki et al. \cite{Miyazaki:2010} proposed a data structure which requires \( O(n^2) \) words of space and can answer LCE queries of limited form \((u, v, i, 1)\) in \( O(n^2) \) time. Their algorithm can be extended to support LCE queries of general form \((u, v, i, j)\) in \( O(n^2h) \) time with the same space bound \cite{Miyazaki:2010}. Lifshits \cite{Lifshits:2010} showed how to construct Miyazaki et al.’s data structure in \( O(n^2h) \) time. I. et al. \cite{Iwama:2012} developed an LCE data structure on SLPs which requires \( O(n^2) \) words of space, supports LCE queries of general form in \( O(h \log N) \) time, and can be constructed in \( O(n^2h) \) time. The common basic idea to all these data structures is to virtually align the leaves of the derivation trees of two variables \( X_u \) and \( X_v \) with appropriate offsets, and compute maximal subtrees whose leaves correspond to the LCE. Bille et al. \cite{Bille:2008} proposed a randomized LCE data structure. We omit its details, since here we concentrate on deterministic LCE data structures.

### 2.1 A new faster LCE data structure on SLPs

In this talk, we introduce our new LCE data structure on SLPs which requires \( O(z \log N \log^* N) \) words of space, and supports LCE queries of general form \((u, v, i, j)\) on SLPs in \( O(\log N \log^* N) \) time, where \( z \) is the size of the Lempel-Ziv 77 factorization \cite{Lempel197775} of the original string \( w \). Rytter \cite{Rytter:2010} showed that \( z \) is a lower bound of the size of any SLP representing the string \( w \), i.e., \( z \leq n \) always holds. Hence this new LCE data structure is rather small. Also, since \( \log^* N \) is smaller than \( h \), our LCE query time is always better than that of the state-of-the-art data structure by
We also show that our new LCE data structure can be constructed in $O(n \log \log n \log N \log^* N)$ time from a given SLP of size $n$.

The mechanism of our new LCE data structure is significantly different from the previous LCE data structures on SLPs. The new algorithm works on the trees induced by the signature encodings \[2\] of the strings derived by the variables, rather than on the derivation trees of the variables.

Using our faster LCE data structure, we improve the best known solutions to several important problems on SLPs, e.g., computing all palindromic substrings \[18\] and computing the Lyndon factorization of the original string \[13\].

These results are an outcome of a joint work with Takaaki Nishimoto, Tomohiro I., Hideo Bannai, and Masayuki Takeda. A full version of this work is available at \[20\].

3 Related work

Another line of research for space-efficient LCE data structures is to develop succinct data structures which use space close to the information theoretic lower bound. The longest common prefix (LCP) array for string $w$ of length $N$ is an array of length $N$ which stores the lengths of the longest common prefixes of consecutive suffixes of $w$ that are lexicographically sorted. Then, LCE queries on string $w$ reduce to range minimum queries (RMQs). Sadakane \[22\] proposed an RMQ data structure for an array of length $N$ which occupies $4N + o(N)$ bits of space and answers each query in $O(1)$ time. His data structure can be constructed in $O(N)$ time with $O(N \log N)$ bits of working space. Later, Fischer and Heun showed a smaller RMQ data structure which uses only $2N + o(N)$ bits of space, answers each query in $O(1)$ time, and can be built in $O(N)$ time with $O(N)$ bits of working space. Each of these data structures is an encoding of the LCP array of $w$, namely, the LCP array is not needed for answering queries.

Yet another line of research is to find trade-offs between the space complexity and the LCE query time with a parameter $\tau$ with $1 \leq \tau \leq N$. Bille et al. \[8\] proposed an LCE data structure which requires $O(N/\sqrt{\tau})$ words of space, answers each LCE query in $O(\tau)$ time, and can be built in $O(N^2/\sqrt{\tau})$ time with $O(N/\sqrt{\tau})$ words of working space. Recently, Bille et al. \[8\] discovered a better trade-off with $O(N/\tau)$ words of space and $O(\tau)$ LCE query time. This data structure can be built in $O(N^2+\varepsilon)$ time using $O(N/\tau)$ words of working space, where $\varepsilon > 0$ is any constant. Some randomized LCE algorithms were also proposed by these authors.

Note that all the above LCE data structures use space which is proportional to the length $N$ of the uncompressed string $w$.
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